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Preface 

Like the others in this collection, the present book has diff erent aspects : history, 
classical mathematics, contemporary mathematics. The period of time extends from 
1807, when Fourier wrote his first memoir on the Analytic Theory of Heat, to 1994 
and the last developments on wavelets. The work is divided into two parts. The 
first, written by Jean-Pierre Kahane, deals with Fourier series in the classical sense, 
decomposition of a fonction into harmonie components. The second, by Pierre-Gilles 
Lemarié-Rieusset, expounds the modern theory of wavelets, the most recent tool 
in pure and applied harmonie analysis. There is an interplay between these two 
topics. Sorne common features appear in their history, their linkage with physics and 
numerical computation, their role and impact in mathematics. Since the first part is 
more classical, emphasis was put on the historical aspect ; how problems appear and 
move in the course of time. The history being shorter in the second part, the purely 
mathematical exposition - including original contributions - plays a central role. 

From the Fourier point of view mathematical analysis originates from the study 
of Nature and expresses natural laws in the most general and powerfol way. At first, 
Fourier series are a general method, including a good numerical algorithm, to describe 
and to compute the fonctions which occur in the heat diffusion and equilibrium. Then 
they become an interesting object by themselves and the germ of new theories, devel­
oped by the followers of Fourier. In succession we see Dirichlet and the convergence 
problem, Riemann and real analysis, Cantor and set theory, Lebesgue and functional 
analysis, probabilistic methods, algebraic structures. Classical Fourier series are still 
a seminal branch of modern mathematics, as well as a tool of constant use by physi­
cists and engineers. The fast Fourier transform extended this use enormously in the 
past thirty years. 

Interaction with physics and construction of efficient algorithms for numerical 
computation, which appear in Fourier series from the very beginning, are also at 
the heart of wavelet theory. Here the initiators were engineers and physicists, and 
mathematicians came later. But in no time wavelets became a unifying language and 
method outside and inside mathematics. Now they play a decisive role in the new 
network which expands between mathematieal · analysis, theoretical physics, signal 
analysis, image analysis, telecommunications, fast methods of computation, thanks 
to whieh new applications were found for purely mathematical theories. 

The book is meant to give an idea of these movements as well as solid information 
on Fourier series and the state of the art about wavelets. On these matters the authors 
have personal experience and persona! views. This is clear in the choice of the original 
papers by Fourier, Dirichlet, Riemann, Cantor, reproduced in the first part of the 
book, as in the choice and treatment of purely mathematical questions, both in the 
first and second parts. 

The authors are grateful to a number of colleagues and collaborators for their 
help in scientific, linguistic or bibliographie matters, among others Fan Ai-hua, Olivier 
Gebuhrer, Monique Hakim, Geoffrey Howson, Lee Lorch, Yves Meyer, Hélène Necton, 
Hervé Queffélec, Jean-Bernard Robert, Jan Stegeman, Guido Weiss. 
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Josette Dumas had to convert our handwritten manuscripts into a real book. If 
the reader appreciates the presentation of our work the merit belongs to her. 

The figures of Part II haven been drawn with help of MICRONDE, a software 
developed at Orsay by Y. and M. Misiti, G. Oppenheim and J. M. Poggi as a pre­
liminary version of a MATLAB wavelet toolbox. 
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Chapter 0 

WAVELETS: A BRIEF HISTORICAL ACCOUNT 

Before proceeding in the following chapters to a detailed mathematical presentation 
of wavelet theory, we begin with a historical sketch of the how and why of wavelets. 

Wavelets have a very short history ; they appeared some ten years ago and from the 
very beginning they became a popular and promising tool for various scientific applica­
tions. Ten years la ter, a striking feature of wavelet history is the following point : as 
we shall see, most of wavelet theory ( according both to theoretical ideas and to actual 
applications) has been known for long before its appearance as a new mathematical tool. 
The reason why wavelets became so popular is therefore not that much the novelty of the 
theory itself, but the easy way it gave to the unification of former ideas which were used 
in a wide variety of scientific fields (as e.g. Littlewood-Paley decomposition in real har­
monie analysis, coherent states expansion in constructive quantum field theory, pyramidal 
algorithms and multiscale :filtering in computer vision, subband coding schemes in signal 
processing, refinement schemes in computer-aided design, and so on). This unification 
has its own dynamics, allowing scienti:fic cooperation between searchers from very various 
fields and modifying deeply the scienti:fic perception of many issues in each of these fields. 
An excellent introduction to this aspect of wavelet theory is the little book by Y. Meyer 
"Ondelettes : algorithmes et applications" [MEY7], and his recent survey paper in the 
Bulletin of AMS [MEY8]. 

1. .Jean Morlet and the beginning of wavelet tbeory (1982). 

In the beginning of the 1980's, J. Morlet developped a new time-frequency analysis, 
using what he called "wavelets of constant shape". 

Time-frequency analysis has always been a challenge in signal processing.. In the 
study of transient signais, which are evolving intime in an unpredictible way, the notion 
of frequency analysis can only be local in time. Functions cannot be represented any more 
as a superposition of waves (i.e. of sinusoids with infinite duration), but as a superposition 
of wavelets (waves of short duration). 

A strong limitation for the development of a time-frequency analysis is the fact that 
a wavelet cannot have a frequential dispersion and a time duration both arbitrarily small. 
This is related to Heisenberg's inequality and thus often presented as an uncerta.inty prin­
ciple in books on signal processing. This limitation is expressed by the inequality 
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where <1t is the time dispersion of t/J : 

_. (f (t - to)
2 

1 t/J(t) 12 dt) 
112 

<1t -
1fr 1 1 t/J(t) 12 dt 

and ae its frequency dispersion (defi.ned by the same formulas as <1t, where t/J(t) is replaced 
by its Fourier transform t,b(ç) = f e-iuet/J(u)du, and t by ç). The minimum value is attained 
only for Gaussian fonctions 

tp = ciwte->.(t-to) 2 
• 

[Note that a t<1 e is invariant un der the three following operations : 
• shift in time : t/J -+ ,p(t - to) 
• modulation (i.e. shift in frequency) : t/J -+ éwtt/J(t) 
• dilation : t/J-+ t/J(.Àt) (.À> o)]. 

In 1946, D. Gabor introduced a time-frequency analysis, which is often called the 
short-time Fourier transform. The idea is to use a window fonction g in order to localize 
the Fourier analysis, then to shift the window to another position, and so on. The striking 
features of this analysis are the local aspect of the Fourier analysis (with resolution in 
time_ equal to the size of the window) and the fact that it deals only with a discrete set of 
coefficients (which allows numerical processing of those coefficients). In Gabor's formalism, 
one analyses the signal f(t) by help of the window g(t) and compute the coefficients 

(1) C(m, n) = J f(t)g(t - nto)e-imwotdt, m E 'lli, n E 'lli. 

It means that we have localized f around nt0 with help of the window g(t - nt0 ) (where 
to is roughly the "size" of the window), and then computed the Fourier coefficients of our 
localized f(t)g(t - nt 0 ) corresponding to the frequencies mw 0 (where the wavelength 2

,r 
Wo 

corresponds to the size of the window). If we want the representation to be complete, it is 
necessary to choose t0 w0 < 2,r. Gabor's choice for the window function g was the Gaussian 
fonction g(t) = 2¼ e-,rt

2 
with t0 = 1 and w0 = 2,r ; the choice of the Gaussian function 

was motivated by the desire of minimizing the joint resolution <1t<1e. Other windows have 
been proposed in signal processing, mainly compactly supported and regular windows ( the 
regularity is required in order to avoid the creation of important high frequencies in the 
signal f(t)g(t - nt0 )). 

Another very popular tool for time-frequency analysis is the so-called Wigner- Ville 
transform: 

(2) 

Though not positive-valued, the Wigner-Ville transform is often looked at as a density in 
the time-frequency plane, since it satisfies 

J w"t(t, E)dt =I Î(e) 12 and 
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But the non-linearity of the transform creates interactions between distant times or distant 
frequencies which makes this "density" very delicate to use. However, the Wigner- Ville 
transform has remained since its creation by J. Ville in 1947 [VIL] a very popular tool in 
signal analysis (and seemingly a very efficient one for short duration signals). 

In 1982, J. Morlet modified the Gabor wavelets in order to study the layering of 
sediments in the geophysics of oil exploration. He was a French engineer, a former student 
of the Ecole Polytechnique, and was working for the French oil company Elf Aquitaine. 
The problem he was working on was the following one : · one generates acoustic waves at 
the surface of the earth and records then the reflected waves ; in the data which are thus 
received, one tries to find the influence of each sediment layer, which can be found by 
the instantaneous frequency of the reflected waves (since some waves are trapped inside 
the layer and some not). Since there are different layers, one seeks to determine different 
instantaneous frequencies. Morlet tried to use the Gabor wavelets, but he was dissatisfied 
for many reasons : the Gabor wavelets oscillate too much at high frequencies (leading to 
significant numerical instability in the computation of the coefficients) and .too litt le at low 
frequencies, while they don't allow a practical reconstruction formula. 

Then Morlet had the idea of using dilation instead of modulation. He decided to use 
analytic signals F(t) instead of real valued f(t) (Fis related to f by .F(€) = Î(€) if€> 0 
and o if € < 0) ; if f belongs to L 2 then F belongs t_? the Hardy space H 2 of complex 
valued square integrable functions F such that Supp F C [O, +oo] ; this is an usual tool 
for defining the instantaneous frequency {if F(t) = A(t)é~(t), A being the modulus and <p 

the phase of F(t), then the instantaneous frequency is defined as ~). Morlet worked with 
the wavelet 1/; defined as 'tfa( €) = ç2 e-e212 if € > 0 (which is the analytic signal related 
to the second derivative of the Gaussian) or as 'tfa(ç) = -h (-e-Ce-e0 )

2
/

2 + e-e~l 2e-e2!2) 

for ç > 0 (related to the difference of Gaussian functions -h!Re(-e-ieox + e-e~l 2)e-x 2
12 , 

a good approximation to the second derivative (x2 - l)e-:i:
2 

/
2 of e-:i:

2
12 if €o is near to 5) 

; for practical computations, e-e~/2 is neglictible and thus the Morlet wavelet can be seen 
as a modulated Gaussian function. Then Morlet decided to filter the signal F(t) by help 
of the filters 'tfa(aéf ç) (m E 2Z) : 

F(t)-► Fm(t) = f F(t- s)a0m-$(-a 0ms)ds. 

The operator F -+ (Fm)mE7Z could be seen as a filtering with a filter bank of band-pass 
filters 'tfa( aéf ç) with constant quality factor : the filters kills nearly all the frequencies 
outside of a band [wm - ¾1-,wm + ¾1-] where Wm = ~' Àm = ~ so that the ratio 

è: is constant. Moreover, the key observation of J. Morlet was that for small enough 

ao the quantity EmE7Z 1 'tfa(aéf €) j2 was near to be constant : indeed if we define p as 
sup Emez 1,icar ew 

P = 1:;}: lifr(ame)l2 , then for ao = 2 (a convenient value for computer processing) 
(>O mEZ 0 

p :::;; 1.1 in case of the second derivative of Gaussian and p :::;; 1.3 for the difference of 
Gaussian (with €o ~ 5.336). Those values of p allowed stable and fast reconstruction 
algorithms of F from Fm 's, even for a0 = 2. 
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The second idea of J. Morlet was the way how to get a discrete sample (for numerical 
processing) providing a good representation of the Fm(t). Since t$(2m €) was to be seen as 
a band-pass filter with band-width Àm proportional to 2~ , Morlet decided ( according to 
Shannon's rule for the sampling of band-limited signals) to sample Fm(t) on a regular grid 
with a mesh proportional to 2m. He found experimentally that the mesh bm = 2m was 
small enough to allow still a good reconstruction for the choices of his wavelets, so that he 
dealt finally with the coefficients 

(3) 

The wavelet transform was born. 

2. Alex Grossmann and the Marseille team (1984). 

In 1982, J. Morlet had already constructed his wavelet transform, which he found to 
have remarkable numerical efficiency. But he wondered to which extent this transform was 
mathematically correct, and in order to answer this question he began to work with Alex 
Grossmann, a theoretical physicist working at the Centre de Physique Theorique (C.P.T.), 
a C.N.R.S. laboratory located in Marseille. 

A. Grossmann and his co-workers ( as e.g. Thierry Paul and Ingrid Daubechies) related 
the Morlet wavelet transform to the theory of coherent states in quantum physics. Instead 
of looking only at a discrete set of dilations, they introduced the so-called continuous 
wavelet transform [GROS] where all dilations are to be considered: 

I x-b 
f-+ C(a,b) =< f I rn1P(-) >, a> 0, b E lR.. 

ya a 

Now, the mapping Ua,b : ,p -+ 7a • ,p( :i:;b) is unitary on H 2 and (a, b) -+ Ua,b is an 

irreducible representation of the affine group ax + b into .C.(H2 , H 2). Then it was easy to 
see that there was an unbounded operator A on H 2 such that for all ,p E D(A) and all 
/i,h E H2 

(4) l < fi I Ua,b(1P) >< Ua,b(1P) 1 /2 > dµ(a,b) =< A,p 11P >< fi l /2 > 

where G is the affine group ax + b and ·dµ is the Haar measure on G : dµ = ~db. [Of 
course, formula ( 4) holds for a more general class of representations of groups ; it allows the 
decomposition of/EH as a superposition f = <AJl'P> JG < f I U9 (,p) > U9 (,p)dµ(g) of 
elementary "states" U9 ( ,p), the so-called coherent states]. In the ax + b case, the operator 
A is defined by ÂJ =I e 1-1 Î, and ,p satisfies (4) with a finite < A,p l t/J > if and only if 
,p satisfies the admissibility condition : 
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Thus, the Morlet transform appeared to be a sampling of the coherent states expansion 
f -+< f I Ua,b("P) >, and a way to compute back f from this sampling. If coherent 
states for the affine group were not new ( they had been introduced in 1968 by Aslaksen 
and Klauder [ASL]), the efficient algorithmic reconstruction formulas of J. Morlet were 
however both new and far-reaching. 

The second important idea introduced by A. Grossmann was that the problem of 
stable reconstruction off from its discrete wavelet coefficients (as processedin the Morlet 
algorithm) was to be related to the theory of frames. The notion of a frame was introduced 
in 1952 by Duffin and Schaeffer for the study of non-harmonie Fourier series [DUF]. They 
dealt with the problem of non-uniform sampling for band-limited fonctions : if f satisfies 
Supp Î C [- 1 , 1 ] and f E L2 , when can we have stable reconstruction from a sample 
(f (>.n) )ne11: ? They showed that this problem was equivalent to the existence of two positive 
constants A such that for all f E L 2 ([- 1, 1]) 

then they defined a frame in a Hilbert space H as a familly (en)nEZ su.ch that for 
some A,B > 0 and for all f E H : A Il f IIJI< L11: I< f I en >12:s:; B Il f llk . 
At that point, the problem of stable reconstruction of f from its wavelet coefficients 

\ f I k"P ( x-:~aO')) was reformulated as the problem of estimating the quantity 

:Cm En 1 ( / 1 k ,J, ( •-:~•;' ) ) r . This could be done successfully by I. Daubechies 

in 1986, which could even compute numerical estimates for the frame bounds A, B for a 
large variety of wavelets 1/J [DAU2]. 

This cooperation between J. Morlet and the Marseille University went much further 
than reshaping the Morlet wavelet transform in the language of coherent states and es­
tablishing its mathematical safety. Physicists understood very quickly that the Morlet 
algorithm, decomposing a fonction on the whole family of scales, could be an efficient 
tool for multiscale analysis. The need for such an analysis emerged in the 1970's and the 
80's in the field of non-linear physics, where chaotic dynamical systems lead to the study 
of the multifractal structure of strange attractors (see [ARN] for an introduction to the 
case of wavelets in this setting). Around Morlet and Grossmann, a network of scientists 
from various fields began to explorate the use of wavelets as a multiscale tool ; among 
them, we may quote Richard Kronland-Martinet, working on acoustics at the Labora­
toire de mécanique et d'acoustique (Marseille), who wrote a software for wavelet analysis 
which has been extensively used, Marie Farge, working on turbulence at the Laboratoire 
de météorologie dynamique (Paris), and Alain Arneodo, working on critical phenomena at 
phase transition at the Centre de Recherche Paul Pascal (Bordeaux). 

Marseille has remained an important center for wavelet theory, with an important 
financial support of the C.N.R.S., organizing two international conferences on wavelets in 
1987 and 1989 [COM], [MEY6] and regular workshops at the C.I.R.M. (Centre Interna­
tional de Rencontres Mathématiques). One of the most impressive achievements of the 
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Marseille team is the development of the ridge-skeleton algorithm, a method for extracting 
the modulation laws of asymptotic signals [TCH]. In the meantime, A. Arneodo and his 
co-workers have developped an impressive program for proving the hypothesis of Frisch 
and Parisi (1984) on the multifractal structure of the singularities developped in turbulent 
fluids. In 1989, they published in Nature a paper entitled "Wavelet analysis of turbulence 
reveals the multifractal nature of the Richardson cascade", [ARG], and now are develop­
ping the numerical setting for a wavelet-based calculus of the spectrum of singularities of 
the turbulent signais [BAC], [JAF4]. 

3. Yves Meyer and the triumph of harmonie analysis {1985). 

In 1985, wavelet analysis entered the mathematical field. Y. Meyer was teaching 
mathematics at the Ecole Polytechnique, and his researches were centered on the theory 
of Calderon-Zygmund operators, a generalization of a class of operators studied by A. 
Calderon and A. Zygmund in the late 50's. The class studied by Calderon and Zygmund 
can be roughly described as (in dimension d) convolution operators with distributions 
whicli are homogeneous of exponent -d; equivalently, we may describe them as operators 
commuting with dilations and translations. Jean Lascoux, who was chairman of the Centre 
de physique théorique at the Ecole polytechnique, then drew the attention of Y. Meyer to 
the wavelet transform of A. Grossmann and J. Morlet, an analysis which is itself invariant 
under dilations and translations. 

Y. Meyer understood immediately the deep connection between his sophisticated 
mathematics and the algorithm developped by J. Morlet. The formula 

(5) 

was a well-known formula in real harmonie analysis, the so-called Calder6n's resolution of 
identity introduced in 1964 in the context of Banach space interpolation [CAL) and exten­
sively used for providing "atomic decompositions" in Banach spaces of distributions .. The 
striking novelty, however, was the vindication that this formula led to efficient algorithms 
in order to explore the multifractal structure of nature. Meyer was deeply impressed and, 
according to his own words, "took the first train to Marseille." 

Y. Meyer was the right man at the right time. His mathematîcal knowledge, and his 
ascertained acquaintance with Calderon 's formula, allowed him to give a mathematical 
foundation to wavelet theory, mainly based on the Littlewood"'.Paley-Stein theory of spaces 
of regular fonctions. This theory is presented in the books of E. Stein [STEl], [STE2] 
who developped it in the 1950's and the 60's, using as its main tools the Littlewood-Paley 
decomposition offunctions (generalized from the work of Littlewood and Paley in the 30's), 
the Lusin area integral (another variant of the wavelet decomposition formula (5) using 
the wavelet (:z:-tir.d, the Calderon-Zygmund convolution operators and covering lemmas 
for open sets using dyadic cubes ( those lemmas are connected to dyadic martingales and 
to the Haar basis (1909)). 

The first contribution of Y. Meyer (with Daubechies and Grossmann) was the con­
struction of a "painless" wavelet decomposition: he constructed a (real-valued) wavelet t/J 
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such that: 

(6) Vf E L2 (1R), f = L L < f l 1/J;,k > "Pj,k 
jE'B, kE'B, 

where "Pi,k = 23Ï 2 1/J(2i x - k), 1Î; E C~ and O (/:. Supp 1/J [DAUGJ. This is easily done by 
adapting the Littlewood-Paley-Stein decomposition Î = LjE'B, Q = LjE'B, w(f,-)Î(ç) 
where w =l ?Î; 12 and Ew(f,-) = 1. Such a construction had been independently explored 
by Frazier and J awerth un der the name of the r,o-transform [FRJ] in the context of harmonie 
analysis. 

In this construction, the frame ( 1/J;,k) was a redundant system of analyzing functions. 
Y. Meyer believed this redundancy to be unavoidable (by analogy with the Balian-Low 
uncertainty theorem for Fourier windows [BAL]) and he tried to prove that there was no 
Hilbertian basis (1/J;,k = 2if 21/J(2i x - k))je'B,,kE'B, of L2 (1R) with 1/J localized in space and 
frequency. Then he was very much astonished to discover such a basis, with ?Î; E C~ and 
0 (/:. Supp t/; : 1/J was as regular, oscillating and localized as possible ! (He was very lucky 
in the finding of his basis : if he had tried to find a basis of H 2 (1R) instead of L2 (JR) 
or a basis with another integer dilation factor than 2, he would have failed : there is no 
such hasis with 1/J E S !). Using the machinery of Calderon-Zygmund operators and of 
Littlewood-Paley theory, he was able to prove that his basis was an unconditional basis for 
several classes of Banach spaces used in harmonie analysis. He exposed his construction 
at the Colloque Peccot organized in September 1985 at the Collège de France and at the 
Séminaire Bourbaki in February 1986. Thus, a large echo was given to wavelet theory 
among mathematicians. 

This connection between wavelets and functional analysis has been very important, 
not only for mathematical foundation of the theory, but also for applications. The 2-
microlocalization of J. M. Bony, a tool introduced for the study of the propagation of 
singularities in non-linear PDE's, has been turned in an efficient tool for the analysis of 
the chirps in signal processing or of the multi-fractal singularities in turbulence (S. Jaffard 
[JAF4], Y. Meyer [JAM]). The analysis of Calderon-Zygmund operators has been turned in 
an efficient algorithm for the calculus of the matrix of parametrices of diff erential operators 
(G. Beylkin, R. Coifman and V. Rokhlin [BEYl]). The scale of Besov spaces, which was 
mainly used in approximation theory or in PDE's, has been introduced in statistics as a 
convenient tool for estimation or compression problems (D. Donoho [DONl]). 

From 1985 up to now, Yves Meyer (who moved to the Université Paris IX) and 
Ronald Coifmàn (Yale University) accompanied all developments of wavelet theory and 
applications in every direction, and their strong commitment to meet scientists from various 
fields and countries and discuss with them about the specifi.cical issues of their field surely 
played a great rôle in the rapidity of the diffusion of wavelet theory among scientists. 

4. Stéphane Mallat and the fast wavelet transform (1986). 

In September 1985, Y. Meyer tried to extend his construction of a wavelet basis to a 
multi-dimensional setting, in order to have a nice and complete theory established before 
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his talk at the Colloque Peccot at the end of the month. Guided by the analogy with 
the Haar basis (in dimension 1, the basis is given by (1/J;,k = 2if 21/;(2ix - k));E7L kE7L 
with 1/; = X{0,l/2] - X[1/ 2,11 and in dimension d by (1/J;,k,e = 2ikf 21/Je(2i x - k));E7L:kE7L 

where € E {O, l}d\{(O, · · · ,O)}, VJE. = 1P(e1 ) ® • · · ® 'fP(etL), 1P(1) = 1P and 'fP(u) = 'P = X[o,1]), 
he postulated the existence of a fonction cp completing his wavelet 'if;. This fonction cp 
was constructed by P. G. Lemarié and the analysis described by the new system was 
reformulated by R. Coifman and Y. Meyer as a double family of orthogonal projection 
operators : in dimension 1, the operators P; are given by : 

(7) P;f = L < f l 'P;,k > 'Pi,k 
kE7L 

and the operators Q; by 

(8) Q;f= L <fl'if;;,k>1Pj,k 
kEZG 

the main relationships are then : 

P;f-+0 as ;'-+-oo, P;f-+ f as ;'-+ +oo 

+oo 
Q; = P;+1 -P;, so that f = Pof + L Q;f = L Q;f. 

i=O jEZG 

Sorne months after, G. Battle (working on constructive quantum field theory) and P. 
G. Lemarié (a former student of Y. Meyer) announced independently the construction of 
spline orthonormal wavelets with exponential decay. One more time, one constructed a 
"mother wavelet" 'if; generating an Hilbertian basis 1Pi,k of L2 (1R) and thereafter a "father 
wavelet" cp allowing the extension of the construction to 1R d. The connection of wavelet 
theofy to spline fonctions seems afterwise very natural : in a way, this can be described 
as a primitivation of the Haar basis followed by a Gram-Schmidt orthonormalization. As 
a matter of fact, this had already been done in 1981 by J. O. Stromberg, who exhibited 
spline wavelet bases as unconditional bases for real Hardy spaces HP (0 < p < 1) ; but 
Stromberg's construction had little echo outside of the circle of specialists of Hardy spaces. 
Five years later, the quick expansion of wavelet theory in a pp lied mathematics gave an 
important echo to the Battle-Lemarié construction. 

The first consequence of this sudden blooming of mother and father wavelets was 
produced in a seemingly remote scientific field. S. Mallat was preparing a Ph. D. in 
electrical engineering science in Philadelphia. He understood very quickly the structure of 
the underlying algorithms in these "t/J and cp" wavelet transforms. If we assume Pof to be 
given and we want to compute its decomposition as Pof = p_Nf + Q-Nf + Q-N+1f + 
• • • + Q _ 1 f, this can be quickly performed by the cascade of decompositions 
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and the decomposition 
P-:if = P-:j-1J + Q-i-1/ 

has a very simple structure: since P-i-lf = P-i-1(P-if), we have if we write P_if = 
I,:kE7Z 8i,k'P-j,k 

s,;+1,k =< L s;,tcp-i,t l cp-i-1,k >= L s,;,t < cp(x - l + 2k) 1 ~cp(i) > 
f.E7Z f.E7Z 2 

= L s;,th2k-t• 
lE7Z 

Thus the projection P _;f-+ P-i-lf was, in terms of the coefficients (s;,k) and (s;+i,k), a 
convolution followed by an undersampling. Such algorithms were already used in computer 
vision (as e.g. the Laplacian pyramidal algorithm of Burt and Adelson (1983) [BUR]) or in 
signal processing (the subband coding scheme of Esteban and Galand (1977 [EST]). Even 
the orthogonality of the projection operators could be formalized in former settings ; the 
filters used in the decomposition P_;f-+ P-;-1! and P_;f-+ Q-;-if were quadrature 
mirror filters with perfect reconstruction (Smith and Barnwell {1984) [SMI]). 

Thus, S. Mallat inserted the wavelet transform in a field which was at that time in 
a full expansion. Following the Laplacian pyramidal algorithm, he was able to describe a 
fast wavelet transform, which has deeply modified the algorithmic structure of the wavelet 
transform. N atural applications of this new algorithm were data compression in signal or 
image processing, edge detection or texture analysis in computer vision. Wavelets became 
a common tool in signal processing, and the many journals edited by the IEEE began 
to publish papers on wavelets (up to a special issue of the Transactions of the IEEE on 
Information Theory in 1992). 

S. Mallat developped with Y. Meyer the formalism describing the sequence of projec­
tion operators P;. This is the formalism of the so-called Multi-resolution analysis : P; is 
the orthogonal projection operator onto a closed subspace Vi of L2 (JR), where the spaces 
vi satisfy: 

(i) V,· C V,;+1, n;E7Z Vj = {O}, U;E7Z V; is dense in L 2 

(ii) f(x) EV; # f(2x) E V;+1 
(iii) V0 has à.n orthonormal basis (cp(x-k))kE7Z with cp rapidly decaying at infinity (Vk E lN, 

:r:kcp E L2 ). 

cp is called "the" ( orthonormal) scaling fonction associated to (V;). It satisfies 

cp (i) = L < cp (i) 1 cp(x - k) > cp(x - k). 
kE7Z 

The scaling filtet m 0 associated to cp is 
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and "the" orthonormal wavelet 1/; is given by 

5. Ingrid Daubechies and the FIR filters (1987). 

Mallat's work focused the attention on the quadrature mirror filters which were used 
in the fast wavelet transform. In order to produce compactly supported mother and 
father wavelets (or, in the new language, wavelet 1/; and scaling fonction cp), it was equiv­
alent to seek for a quadrature mirror filter (with perfect reconstruction) with a finite 
impulse response ; it means to find a trigonometric polynomial m 0 such that m 0 (0) -:- 1, 

1 mo(€) 1
2 + 1 mo(€ + 11") 12= 1 and such that Tif=i mo (f) X[-,r,,r] (~) converges 

in L 2 to n;: 1 mo ( t,) , such a condition being requested in order to obtain that cp, 

defined by n;:1 mo (;,.) = 'P(€), inherits the property EkE:?Z 1 'P(€ + 2k) 12 = 1 [i.e. 

< cp(x) 1 cp(x - k) >= 8k,o] from the partial products Tif=l mo (-!,) X[-,r,,r] ( ~) . 

LJ?aubechies showed that it was enough to deal with I mo(€) 12 instead of mo (and 
then ùse the Riesz lemma on the "polynomial square root" of non-negative-valued trigono­
metric polynomials), and that the so-called maximally fiat filters of O. Herrmann (intro­
duced in 1970 [HEM]) could be taken as such filters I m 0 ( €) 12 • In that case, we have 

it is a polynomial of degree 2N -1 such that 

( )

N-1 
while m1(0) = 1, fem1(0) = · · · = -h m1(0) = 0 (this flatness of m 1 at 'li" and at 0 

up to order N characterizes m 1 among all trigonometric polynomials of degree 2N - 1). 
Hermann's filters were intended to mimick the ideal cut-off filter m 1(€) = 0 if! <I € 1::; 11", 

1 if 1 € I< f, ½ if 1 € I= !· They were designed in the purpose of signal processing, and 
the fact that m 1(€) + m 1(€ + 11") = 1 was in a way accidentai (Hermann introduced indeed 
a more general class, in order to mimick other ideal eut-off filters such as m 1 ( €) = 1 if 
1 € I< Co, 0 if Co <I e 1::; 11"). 

I. Daubechies showed that this choice of I m 0 (€) 12 of degree 2N - 1 leads to a 
compactly supported orthonormal scaling fonction <p N of support[0,2N-1] and whose reg-

ularity was increasing linearly with N (cp N E C°'N with a.N ~ ( 1 - 2Li~g 3
2 ) N when 

N ~ +oo). Moroever the fl.atness of I mo(€) 1
2 at 'li" could be rewritten in terms of the 
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celebrated Strang-Fix conditions in numerical analysis : every polynomial P(x) of degree 
:::; N - 1 could be written as 

P(x) = Z: < P 1 'PN(x - k) > 'PN(x - k). 
kE1l 

Her paper presenting her construction was published in 1988 in the journal Commu­
nications on Pure and Applied Mathematics [DAUl} and has remained the basic reference 
about wavelets for most numerical applications (since it provided tables of coefficients of 
the filters for the first values of N and presented an algorithm to plot the scaling fonction 
<p N). I. Daubechies, who began as a theoretical physicist sharing her time between Bel­
gium and Marseille, joined the AT&T Bell Laboratories at Murray Hill (New Jersey) and 
developped the application of compactly supported scaling fonctions to signal or image 
processing. The Daubechies fonctions are now intensively studied through the world and 
enter the f amily of special fonctions ( with quadrature formulas, algorithms for tabulating 
the fonctions and their derivatives or their primitives, and so on ... ) , and a special section 
of the celebrated book of mathematical routines Numerical recipes has been devoted to 
the wavelet transform. 

Thus, between 1982 and 1988, wavelet theory was deeply and constantly modified by 
its interaction with more and more scientific fields, and each time the focus was shifted 
from one field to another one connections were found with most recent and promising de­
velopments in the new field : the multifractal hypothesis of Frisch and Parisi was published 
in 1984, the Calderon-Zygmund operator theory has been deeply renewed and illuminated 
by the David-Journé theorem in 1983, the Laplacian pyramid of Burt and Adelson ap­
peared in 1983, the quadrature mirror filters with perfect reconstruction were introduced 
in 1984. Wavelet theory doesn't unify these theories or algorithms, which have their in­
trinsic motivations and applications, but it gives them a common language, which allows 
quick interactions between pure and applied mathematicians, between mathematicians and 
physicists, or between theoretical physicists and engineers, and so on. 

The history of wavelet theory doesn't end in 1988. Much work has been done since 
1988, which is exposed in the following chapters. Bi-orthogonal bases instead of orthogonal 
bases have been introduced in 1990 by J. C. Feauveau, in his thesis in computer science 
prepared at Orsay (France), and became very useful in image processing (because the filters 
involved in the calculus could be chosen with linear phase). Other bases were introduced, 
which were no more wavelet bases (in the sense of the Grassmann-Morlet-Meyer wavelets of 
constant shape); e.g. the wavelet packets ( a full library of orthonormal bases constructed 
from a quadrature mirror filter and equipped with an algorithm for best basis selection) 
or the local sine basis of Mal var and Meyer. 

Wavelet theory has become a scientific field. The third edition of the Wavelet Litera­
ture Survey (by Pittner, Schreid and Ueberhuber) in August 1993 contains around 1 000 
bibliographical references ; the authors underline the exponential increase of publications 
on wavelets, the number of which doubles each year. A journal devoted to wavelets has 
been founded in 1993 (Applied Computational Harmonie Analysis), while the journals of 
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the SIAM and of the IEEE publish regularly papers on wavelets applied to numerical anal­
ysis or to electronical engineering. The Revista de Matematîca Iberoamericana publishes 
most of the pure mathematical papers on wavelets. Many books have been published 
recently on wavelets (the Wavelet Literature Survey quotes 19 of them). A "Wavelet Di­
gest" is diffused bye-mail (subscribe by sending an e-mail with the subject "subscribe" to 
wavelet at bigcheese.math.scarolina.edu). 

Wavelet · theory has thus encountered a very large echo. But it is still a very young 
theory and it is very delicate to foresee which form it will take in the future ( even in the 
very next future) and in which field it will be really successful. We try to give in the 
following chapters a mathematical "state of the art" as it is now in the first half of 1994. 
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Chapter 1 

THE NOTION OF WAVELET REPRESENTATION 

The wavelet representation was introduced by Jean Morlet in the early 80's as an 
efficient time-frequency representation algorithm. The mairi difference with the Gabor 
representation is the fact that the wavelet representation has a more and more acute 
spatial resolution (and a less and less acute frequency resolution) as the frequency grows 
higher ; the reason of this specific stress on acute spatial resolution for high frequencies 
is the connection between high frequency components and existence of singularities in the 
analyzed signals (which is mainly a local phenomenon). Thus, the wavelet representation 
was introduced as an algorithm for detecting singularities (as edges in image processing or 
attacks in signal analysis) and has turned to be a very efficient tool in functional analysis. 

In this chapter, we will introduce the integral wavelet transforms, which deal with a 
continuons set of analyzing fonctions. Discrete wavelet transforms will be discussed in the 
next chapter. We consider only univariate square-integrable functions (i.e. fonctions in 
L2 (1R)) and postpone the study of multivariate wavelets to chapter 7. 

1. Time-frequency localization and Heisenberg's inequality. 

An important feature for the Fourier transform f(x) -+ Î(t;), where 

(1) 

is the fact that the integration of the analyzed fonction fis performed over the whole line, 
so that every point contributes to the calculus of Î( ç) and that it is difficult to recover 
local information on f from j. A very simple but enlightening example is given by the 
reconstruction formula : 

(2) f(x) = _!_ f +00 

Î(€)eizedç ; 
2,r -oo 

in this formula the integrand Î( t;)ëze has the same modulus for all x and the local infor­
mation is therefore contained in the phase. Assume by instance that f is vanishing on a 
neighborhood of a point x0 but has some irregularities for away from xo ; 1 Î(€) 1 remains 
important for big values of ç and the flatness of f around xo is due only to cancellation 
between big integrands of opposite signs, a property which is known to lead to highly 
unstable numerical computations. 

This is a reason why local Fourier analysis has been developped, in order to limit this 
numerical unstability to the neighborhood of singularities instead of spreading it over the 
whole line. Moreover, the notion of instantaneous frequency, as in frequency modulated 
signais, requires also local Fourier transforms. 
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In order to catch some local Fourier information, we may use an analyzing function 1/J 
which we require to be localized both in frequency (around some mean frequency é,t,) and 
intime (around some mean time X,t,). Such a fonction is generally called a wavelet, which 
means a wave of finite duration. As a matter of fact, due to the Plancherel formula, we 
.have: 

(3) 
1 A A 

< f 11/J >= 211" < f 11/J > 

(where < • l • > is the scalar product on L2(lR)} ; therefore, the number < f 11/J >, which 
is an average information about f on a neighborhood of XtJ.,, is also an average information 
about Î on a neighborhood of CtJ.,· 

H we define x,t, and C,t, as the mean values of x and ç for the probability measures 

Il : Il~ 11/J(x) 12 
dx and 

1 A 2 

Il ;j; Il~ 11/J(é) 1 dé 

(4) f+oo dx 
XtJ., = -oo x 1 1/J(x) 12 111/J Il~ 

a measurement of the resolution of the analyzing function 1/J in time or frequency is com­
monly given by the quadratic deviations : 

(5) 

and the joint resolution is given by the product ÂXtJ., • D..e,tJ.,. This means that in the time­
frequency space (or phase space) the information conveyed by 1/J is located on the rectangle 

and the joint resolution is the area of R,p. [We have to use a definition of localization in 
terms of momenta, since 1/J and ;j; cannot be both compactly supported : if 1/J has compact 
support, ,J; is analytical and cannot vanish identically on an interval]. 

Heisenberg's inequality states that the joint resolution of 1/J cannot be arbitrarily small: 

THEOREM 1 (Heisenberg's inequality). - Let 1/J E L2(lR), 1/J # O. Then: 

(6) 



and the minimal value ½ is attained only for Gaussian fonctions. 

Proof. Define H to be the Hilbert space {f E L 2 
/ xf E L 2 and EÎ E L 2 }, equipped with 

the norm (Il f Il~ + Il xf Il~ + Il eÎ 11n112 • Then (6) is meaningful only for 1P E H 
(otherwise Axt/J or Âçt/J is infinite). If t/J EH, we may change t/J in t/J(x + XtJ,)e-ïze., which 
doesn't change the values of AxtJ, and AçtJ,, and thus suppose xt/J = Ç,jJ = O. We have thus 

to show that li 1P 112II ~ 112< 2 Il X'tp ll211 e~ 11'2, or equivalently that : 

(7) 

If 1/; E C~, this is obvious since : 

so that we may conclude by the Cauchy-Schwarz inequality. Moreover, we may extend 
inequality (7) to any 1/J EH because C~ is dense in H : just pick some <p E C~(JR) such 
that f <p dx = 1 and rp = 1 in the neighborhood of O, then for any f E H we have : 

lim 11 {f<p(Nx)} * Nrp(Nx) - f IIH= O. 
N-++oo 

Now (7) is an equality if and only if the Cauchy-Schwarz inequality turns to be an equality, 
and so if and only if the fonctions xt/J and i are homothetic ( ~ = Àxtp with À E :IR). It 
occurs if and only if 1/J = C exp(-À ;

2
) for some positive À. ■ 

In some cases, it may be useful to modify the definition of the resolution of 1/J in time 
or frequency. For instance, we may define for f > O, Axt/J,e as : 

(8) 

and similarly Açt/J,e• We still have an Heisenberg inequality for those modified joint reso­
lutions : 

PROPOSITION 1. - For any positive E and E
1 there exists a positive constant Ce,e' such 

that for any 1/; E L 2 (:IR), 1/J f= O, 

Proof. Proposition 1 is equivalent to show the following inequality : 

(9) 
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where ''fr.,e' = (21r)-& c 1 
, • We define He,e' as the space of tempered distributions / E 

.:,~ I A 

S'(JR) such that f and / are locally integrable, 1 x le I E L 2 and 1 € le f E L 2 , equipped 
with the norm : 

LEMMA. - He,e' is complete. 

To prove the lemma, we consider a Cauchy sequence f n in He,e' and we want to prove 
that it is convergent. We first show that the sequence converges in S'(JR). We pick some N 
such that N is bigger than € and e' and some <p E S (JR) such that J <p dx = 1, f xP<p dx = 0 
for any p > O. For weS, we define 

by construction we have ~ E S(JR) and (since f xPw2(x)dx = 0 for O ::; p < N - 1) 

fj- E S(JR). Now we write 

1 .. 
< W I ln>=< W1 1 ln>+ 21r < W2 1 ln>; 

the convergence of I x le ln in L2 implies the convergence of < W1 1 ln > and the 
convergence of 1 € le' În in L 2 implies the convergence of< w2 1 l~ >. Thus ln converges 
in S' to a distribution l, Clearly l is locally integrable outside of {0} and Ill x lel ln -
l IIIL2(R•)"-+ 0 as n -t +oo, and similarly for Î; we just have to prove that land Î are. 
indeed locally integrable on the whole line to conclude that l E He,e' and ln-+-lin He,e' 
as n-+-+oo. In that purpose, we write Î = 'PÎ + (1 - 'P)Î where <p E C~ is identically 
1 in a neighborhood of O ; the inverse Fourier transform of <p Î is a C00 function and the 
inverse Fourier transform of ( 1 - <p) Î belongs to L2 , so that l is locally integrable. We 
prove in the same way the local integrability of Î, The lemma is then proved. 

Moreover the proof of the lemma shows that any l in He e' is indeed square-integrable: 
. ' 

we already know that / is square integrable far away from O and we have seen that / is 
locally square integrable (as a sum of a C00 function and a square integrable function). 
Since He,e' is a Banach space, we may apply the closed graph theorem to the inclusion 
He,e' C L 2 to get : 

(10) 

for any l E He,e', where C is a positive constant depending only on e and e'. Applying 
(10) to lR = 0il(;D, we obtain : 
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( 

•' A ) -d;r 
for any positive R. Now we get (9) by choosing R = ~1• f ~ . ■ 

We may now define the notion of a wavelet representation : 

DEFINITION 1. -A wavelet representation is afamily (tJ,w)wen offunctidns in L2 , indexed 
by a measured space (0,µ), such that: 

(i) each "Pw bas norm 1 : f 11/Jw 12 dx = 1 ; 
(ii) w --+ "Pw is weakly measurable (i.e. for any f E L 2 , w --+< f 11/Jw > is measurable) ; 
(iii) there exists two positive constants A, B such that for any f E L2 , 

A Il f Il~~ l l< f 11/Jw >12 dµ(w) < B Il f Il~• 

(iv) For some fixed €, €
1 we have : sup ÂX,pw ,EÂÇt/Jw ,,:.' < +oo. 

w 

Condition (i) is only a normalisation. Conditions (ii) and (iii) express that we may 
recover f from the coefficients < f l 1/Jw > in a stable manner : this point will be developped 
in the next section. Condition (iv) expresses that the coefficients < f 1 1/Jw > are time­
frequency informations and that the joint resolution of thef:ie informations remains bounded 
as w runs in n. 

2. Almost orthogonal families, frames and bases in a Hilbert space. 

In this section, we will precise the meaning of conditions (ii) and (iii) in the definition 
of a wavelet representation. 

DEFINITION 2. - An almost orthogonal family in a Hilbert space H (with scalar product 
. < I > H and norm 11 11 H) is a family ( "Pw) wen of vectors in H indexed by a measured space 
(O,µ) such that : 
(i) w--+ V'w is weakly measurable (i.e. for any f EH, w --+< f 1 'Pw > H is measurable) ; 

(ii) there exists a positive constant Go such that for any f E H : 

(11) l l< f l efJw >Hl2 dµ(w) < Go Il f llk • 

The reason why we call such a family an almost orthogonal one is the following : if we 
consider a linear combination f0 m(w)efJwdµ(w) of the V'w with coefficients m(w) E L2 (0), 
then the combination takes sense as a weak integral : 

< l m(w)efJwdµ(w) 1 f > H= l m(w) < f 11/Jw > dµ(w) 
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and de-fines an element of H ; moreover we have : 

It is easy to see that if (1/Jw) is an almost orthogonal family in H1 and Ta bounded operator 
from H1 to another Hilbert space H2, then (T(t/Jw))wen is also an almost orthogonal 
family. Moreover, if ('Pw)wen is an almost orthogonal family in H1 and (cpw)wen an almost 
orthogonal fam.ily in H2, then the operator S : /-+ Sf = fo < f 11/Jw > CJ'wdµ(w) is 
a bounded operator from H 1 to H 2 • (If H 1 is separable, every bounded operator S from 
H1 to H2 can be written in that form: ta.ken= lN, µ the counting measure, (1/Jw)wen a 
Hilbertian basis of H 1 and <J'w = S ( 1/Jw)). We may also define a bounded operator U by 
inserting in the integral a bounded multiplier m(w) E L00 (0) : 

Uf = L m(w) < f l 'Pw > 'Pwdµ(w). 

An important case is the case of n being a countable discrete set and µ the counting 
measure (f f dµ = Eweo f(w)). If (1/Jw)wen is an almost orthogonal family in H and if 
(Àw)weo E l.2 (0) then Ewen Àw'Pw is not only weakly convergent but is also summable in 
H : indeed for any set J c n we have 

We thus are dealing with strongly convergent series. 

DEFINITION 3. -
(i) A frame in a Hilbert space His an almost orthogonal family (1/Jw)weo of vectors in 

H such that there exist two positive constants A, B such that for any f E H, 

(12) A Il/ IIJ:r< fo 1< f l 'Pw >Hl2 dµ(w) < B Il f IIJ:c • 

(ii) A dual frame of a frame ('Pw)wen in a Hilbert space His a frame (hw)weo such that 
for any f EH, 

(13) f = l < f 11Pw > hwdµ(w). 

Formula (13) is to be meant as a stable reconstruction formula. The following propo­
sition expresses that every frame has a dual frame : 

PROPOSITION 2. - Let (1/Jw)weo be an almost orthogonal family in H and G be the 
Gram operator defi.ned by : 

(14) Gf = l < f 11/Jw >H 1/Jwdµ(w). 
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Then: 

(i) Gis a non-negative self-adjoint bounded operator on H. 
(ii) G is invertible if and only if ( t/Jw)wen is a frame. 
(iii) The fam.ily (hw)wen, witb hw = a- 1 (t/Jw), is a dual frame for (t/Jw). 
(iv) Moreover a- 1 can be computed as a Von Neumann series. More precisely, if A, B are 

the frame constants in {11), we have 

2 B-A 
Il A+BG-Idllop::;p<l with p= B+A 

so that 

-1 2 ~( 2 )k 
G = A B L, I- A BG . 

+ k=O + 

Remark. - Whenever A = B, we have / = ! G f. Such a frame is called a tight frame 
and has (1 t/Jw)wEn as a dual frame. 

Proof. The proposition is quite obvious. By definition, G is self-adjoint and non-negative. 
If G is invertible, we have 

and the "Pw, w E O, are a frame. Moreover we have: 

l < f 11/Jw >H< a- 1t/Jw I g >H dµ(w) = l <JI t/Jw >H< t/Jw I a·-lg >H dµ(w) 

=< Gf I a-lg >H=< f I g >H, 

so that (G- 1 (1/Jw)) is a dual frame of (t/Jw), Last, we have: 

A-B 2 2 < B-A 2 
A+ B Il f IIH < < A+ B Gf - f 1 / > H _ B + A Il f IIH ; 

since A.!B G - Id is self-adjoint, we get II A.!B G - Id llop:$ ~+~. ■ 

Of course, frames have not in general a unique dual frame. If (t/Jw)wen is a frame with 
dual frame (hw)wEn, we have the redundancy formula (or reproducing formula) 

(15) 

(since the operator In < · 1 hw >H t/Jwdµ(w) is the adjoint of In<· I t/Jw >H hwdµ(w) and 
is therefore the identity operator). 
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In case there is some a and /3, a -:j:. /3, such that < "Pcx. 1 hp ># 0 and n is a countable 
discrete set with counting measure µ, we may express '1/Jp. as a linear combination of the 
"Pw, W-:/-/3 : 

"P/3 = < 'If., ~ h > {"Pa - L < "Pcx. 1 hw > "Pw} 
ex. fJ w=f:/3 

and we have another dual frame (kw)wen for ('1/Jw) with kp = O, 

k - h 1- < "Pa I ha > h d k = h - < "Pa I hw > h 
ex. - a + < tPcx. 1 hp > /3 an w w < "Pa I hp > fJ 

elsewhere. We have thus proved the following proposition : 

PROPOSITION 3. - Let H be a separable Hilbert space, n a countable discrete set with 
counting measure µ and ( '1/Jw )wen a family of vectors in H. Then the following assertions 
are equivalent : 

(i) ('1/Jw)wen is a frame and has a unique dual frame in H. 
(ii) (tJ,w)wen is a Riesz basis, i.e. the operator (Àw) -+ Ewen Àw"Pw is an isomorphism of 

t2 (n) onto H. 

Moreover, in that case, the dual frame (hw)wen is given by the coefficient fonctions: 

(16) < L Àw"Pw I ha >= Àa. 
wen 

3. Fourier windows, Gabor wavelets and the Balian-Low theorem. 

A very simple and useful way to perf orm local Fourier analysis is the following one : 
in order to compute local Fourier coefficients for a function f around a point xo, choose 
a window function g which is rapidly decreasing far away from O and compute the usual 
Fourier coefficients for the windowed fonction g(x - xo)f(x). Then moving the center x0 

of the window g(x - x0 ) along the real line allows one to catch informations at any point. 

DEFINITION 4. - A Fourier window representation, with window fonction g E L2 (1R) 
(g # 0), is the family of analyzing fonctions (g :x:0 , e0 ), ( Xo, ço) E 1R 2 , defined by : 

(17) 

The point is that this representation is a tight frame : 

(18) 

202 



This is very easy to prove. Indeed, < f I g:z:0 ,e0 > is the Fourier coefficient at ç = fo of 
the windowed fonction f(x)g(x - x0 ), so that we get by Plancherel equality : 

f fm.
2 

I< f I g:z:o,eo >12 
dxodço = 21r j JJR.

2 
1 f(x)g(x - xo) 12 

dxodx 

= 21r Il g 11~11 f Il~ . 

(Notice that for almost all x 0 , f(x)g(x - x0 ) is square integrable in x). 

Of course the requirement on g that g E L2 is a minimal one. If we really want to get a 
local Fourier analysis, g has to be localized both in time ( so that f ( x) g ( x - x0 ) is localized 
around x 0 ) and in frequency (so that the windowing by g doesn't introduce unwanted 
high frequencies). The Fourier window representation is then a wavelet representation 
(according to definition 1, up to normalization Il g ll2= 1). 

Time and frequency play exactly the same rôle in the Fourier windows formalism. 
Just notice that < t 1 (g):z:o,eo >= e•;:(o < i 1 (O)eo,-:Z:o > . This symmetry between time 
and frequency and the minimum joint resolution property of the Gaussian fonctions has 
turned those Gaussian fonctions 

(19) 

(where a= Ax 9 ) into a very popular choice for Fourier windows. 

In 1946, D. Gabor proposed to use a family of Gaussian wavelets gm,n = 
g(x - an)eibm:z:, n E 'JZ, m E 'Il, with a Gaussian g (as given by (19)) and with time 
sampling mesh a and frequency sampling mesh b satisfying the Nyquist rule ab = 21r 
[GAB]. Instead of dealing with the whole family of wavelet coefficients < f I g:z:0 ,e0 > 
(xo E lR., fo E JR.), one deals with a discrete sample of them, for which the sampling points 
are located on the regular grid a'/l x b'll. As a matter of fact, every square-integrable 
fonction may be represented as a superposition of Gabor wavelets but this representation 
is unstable. M. J. Baastians has computed explicitly the coefficient fonctions of the Gabor 
ha.sis and exhibited the singularities of these fonctions [BAA). The point is that the gm,n 
don't constitute a frame. If we take more fonctions ( ab < 21r) we obtain a redundant frame 
and if we take fewer fonctions ( ab > 21r) the system is no more total in L 2 , as shown by I. 
Daubechies in her thorough discussion of the subject [DAU3]. 

In order to get rid of unstability in the Gabor wavelet representation, R. Balian 
. tried in the early 80's to construct an orthonormal wavelet basis (gm n)me?L nE7L with 

gm,n = g(x - am)énb:z: for some fi:xed fonction g. It is very easy to see that we ~ust have 
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ab= 21r. [By instance, let XN = X[N4f,(N+l)4f"l and write 

XN = XN L L < XN I gm,n > gm,n 
mE7Z nE7Z 

b ~ ( '°' 2k1r 2k1r ) = 
2

1I"XN(x) ~ L..t XN(x + -b-)g(x - am+ -b-) g(x - am) 
mE7Z kE7Z 

b = -XN(x) L I g(x- am) 1
2

• 
211" '" mE.a. 

We get Eme7Z I g(x - am) 12= 2{ a. e., and ab = 21r by integration on x E [O, al]. A 
very simple example of such a basis is given by g = X[o,i), a = 1, b = 21r : we just eut 
the real line in disjoint intervals and use for each interval the ordinary Fourier basis ; this 
window g however is not localized in frequency : ae9 = +oo. Another example is given by 
inverting the role of time and frequency : we eut the frequency axis in disjoint intervals of 
length21r (b = 21r) and then use the cardinal sine basis (g = si:;:z:, a= 1) ; of course, for 
this window we have A.x9 = +oo. This unlocalization property ( A.x9 = +oo or A.e9 = +oo) 
is in fact a general feature of Gabor wavelet bases, as it was noticed independently by R. 
Balian and Low [BAL], [LOW] : 

THEO REM 2 (Balian-Low theorem). - If g is a fonction such that 

(g(x - m)e2i1rn:z:)mE7Z,nE7Z 

is a Hilbertian basis for L2 (JR) then A.x9 = +oo or A.e9 = +oo. 

Proof. There is a very short proof by G. Battle [BAT3]. Let us assume that such a basis 
exists with finite A.x9 and A.e9 • We then have : 

< xg I g' >= 

= L L < xg I gm,n >< gm,n I g' > 
mE7Z nE?Z 

= L L {< g 1 (xg)m,n > +m < g l gm,n >}{- < (g')m,n I g > -2i1rn < gm,n I g >} 
mE7Z nE?Z 

= L L < g 1 (xg)m,n >< -(g')m,n I g > 
mE7Z nE?Z 

= L L < g-m,-n I xg >< -g' 1 g-m,-n > 
mE7Z nE7Z 

= - < g' 1 xg >. 

But if f E C~, we have < xf I f' >= - < f' 1 xf > - Il / Il~ and we already know that 
C~ is dense in H = {f E L 2 

/ x f E L 2
, f' E L2

}. We thus get Il g Il~= O, which is absurd . 
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I. Daubechies has shown how to adapt Battle's proof to show that if Lix 9 Li€9 < +oo 
the gm,n cannot even constitute a frame [DAU3]. One may circonvene the Balian-Low 
theorem in two ways : on one hand, R. Balian has constructed for every E < 1 a basis 
(gm,n = g(x - m)e2i,m:z:)mE7Z,nE7Z with ÂXg,fÂeg,f < +oo [BAL] j on the other hand, J. 
Bourgain has constructed an orthonormal basis ( 'Pn)nE7Z of L2 (JR) with uniformly bounded 
time and frequency resolution (sup ÂX,p,. < +oo and sup Li€,p,. < +oo) [BOU]. This 

nE7Z nE7Z 
result cannot be improved with better uniform localization : Stegers has proved that for 
any orthonormal basis ('Pn)ne?Zof L 2 (JR) and any E > 1, we have sup ÂX,p,.,e = +oo or 

nE7Z 
sup Li€,p,.,e = +oo (a result quoted in [BOU]). 
nE7Z 

4. Morlet wavelets. 

We have seen there was no basis for L2 (JR) with good uniform localization both in 
time and frequency. Moreover, there are another disturbing points in the Fourier window 
formalism: the analyzing functions 9x,e are more and more oscillating as e tends to oo and 
this leads to numerical unstability ; the functions g:z:,e are still mixing the contributions 
of every point lying inside the window and this is an obstacle to the isolation of the 
singularities of the analyzed signal ; the coefficients < f 1 9x,e > give information on the 
mean values of / at one fixed scale ( the size of the window g), and those coefficients will be 
strongly correlated for the low frequencies (for wave lengths much bigger than the window 
size) and will suffer from important computational noise for the high frequencies (for wave 
lengths much smaller than the window size). 

Therefore, J. Morlet has defined in the early 80's another wavelet representation, 
namely the wavelets of constant shape [GROS]. 

DEFINITION 5. - A Morlet wavelet is a reaJ-valued fonction 1P E L2 (JR) ('P # 0) satisfying 
the admissibility condition Cv, < +oo, where C,p is defined as : 

(20) 
{+oo ,. 2 d€ . 

C,p = lo l fP(ç) 1 e· 
The Morlet wavelet representation associated to tp is the family of analyzin,g fonctions 
('Pa.,b)a.>O,bER defined by: 

(21) 

"'-..,,,~l.. ,,..✓ 

Just like the Fourier window representation, the Morlet wavelet representation pro-__ , 
vides a tight frame : 

(22) 1+001+00 da 
I< f l 'Pa.,b >12 

2db = C,p Il f Il~ . 
o -oo a 
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This is very easy to prove. Just notice that if ga(x) = }at/J (-;t), then f * ga(b) =< f 1 

1Pa b > so that 
' 

J+oo 1 !+00 

_

00 

I< f I TPa,b >12 
db = 27r -oo I Î(E) 12 1 v'a1fa(aç) 12 

dç; 

since 

1+00 da 
1 y'a~(aç) 12 2 = C,JJ, 

o a . 

(22) is proved. 

In the Morlet representation, the wavelets have no uniformly bounded time or fre­
quency resolution (.6.x,JJa:,b = a.6.x,p and Ât,JJa.,1> = ¼.6.t,p) but the joint resolution remains 
constant. The requirement for a Morlet wavelet to be real-valued has two reasons : the 
fi.rst one is that in signal analysis most signals are real-valued and therefore it is natural 
to deal with real-valued analyzing fonctions ; the second one is that dilation acts similarly 
on negative and positive frequencies so that we cannot separate a frequency w from its 
opposite -w by mean of a Morlet transform ( unless we deal also with dilations with a 
negative factor a) ; if we only deal with real-valued fonctions, Î(w) and Î(-w) are linked 

by the relationship Î(-w) = f(w) and the coupling of w and -w is no trouble any more 
for time-frequency representations. 

The admissibility condition C,p < +oo means roughly speaking that f tp dx = 0 (it 
does really mean it if I x 1€ tp E L 1 for some e > 0, for instance if .6.xt/J,½+€ < +oo for some 
e > 0). Parameter bis a time-position parameter and parameter a a scale parameter. This 
is illustrated by the following proposition : 

PROPOSITION 4. - Let t/J be a Morlet wa.velet. Then : 
(i) there exists a real-vaJued fonction h such tha.t h E C~, f h dx = 0 and the fa.mily 

(ha,b)a>O,bEJR is a dual frame of (t/Ja,b) : 

(23) {+oo J+oo < f 1 'Pa,b > ha,b ~ db = f for any f E L2 (1R) ; 
lo -oo a 

(ii) .simila.rly, there exists a real-valued function k such tha.t k E C~(lR), 0 (/. Suppk and 
thefamily (ka,b)a>O,bER is a dual frame of('Pa,b). 

Proof. We first characterize dual wavelet frames. 

LEMMA. - If ,p and <pare two Morlet wavelets, then ('Pa,b) and ('Pa,b) are dual frames if 
and only if we have : f0+

00 
~( ç)cp( €) 1 = 1. 

The lemma is proved in the very same way as equality (22). We find for any wavelets 
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1/; and cp and an.y square-integrable fonctions f and g : 

i+oo f < f l '1/Ja,b >< <pa,b I g > !:db = 2~ /_
0

00 

[[

0

00 

J(77)$(77) t
77
77

1
] Î(ê)g(ç)dç 

+ 2~ i+oo [i+oo J(77)$(77) d1]71] Î(ç)g(ç)dç 

by first integrating on b and using a Plancherel formula. The lemma is then proved. 

Part (ii) of proposition 4 is obvious. C~ ( (0, +oo)) is dense in L 2 
( (0, +oo), 1) , so 

we may find w E C~((O,+oo)) such that 

r+oo A dç 
lo 1/;(ç)w(ç)T = 1. 

N N just define k by k = w if ç > 0 and k(ç) = w(-€) if ç < o. 
Part (i) is quite so easy. Let k be the fonction described by point (ii), K the primitive 

of k in the Schwartz class S (IR) ( k = i~), H n be real-valued compactly supported smooth 

fonctions converging to Kin S(IR) and hn = fxHn. Then it is easy to see that hn ~ k in 
L 2

( !lf) as n-+ +oo, so that 

. 1+00 
AA dç 

hm '1/Jhn-;-= 1. n->+oo O ~ 

Let "ln be "ln = J/00 
,$hn 1· If some "ln is a positive real number, define h as h = ..Lhn ; 

if no "ln is a positive real number, there are at least two complex numbers 'Yn1 a.id "fn2 

which are independent over the real field and we may define h = À1hn 1 + À2hn2 where À1 
and À2 are two real numbers such that À1"/n 1 + À2"fn 2 = 1. Proposition 4 îs then proved. 

Proposition 4 is of constant use in wavelet theory, because it shows that the coefficients 
< f 1 '1/Ja,b > which are usefol to reconstruct f at a point xo are located on a cone 
{( a, b) / 1 b - Xo 1 ~ Ma} over xo ; if b is too far from xo ( relatively to the scale a), 
< f l '1/Ja,b > will not convey information about xo. Moreover high frequency information is 
located at small scales : the coefficients < f l '1/Ja,b > which are useful for reconstructing Î 
at êo are located on a band a 1 €o !< ¼ < {J 1 €o 1 • Thus singularities will be characterized 
by big coefficients < f 1 '1/Ja,b > for small scales a and for points b close to the singular 
points ; they don't affect the coefficients of regular points, as we shall see lat~r. 

A related class of wavelet transforms is .the so-called anaJytic wavelet transform where 
the wavelet 'If;, instead of beingreal-valued, has no negative frequencies (supp ,$ c [0, +oo)). 
We still define Gt/J as Gt/J = J/00 

1 ,$( €) 12 1 and 1Pa,b as VJa,b = )a'I/J ( x;b) • The 

('1/Ja,b)a>O,bER are then a tight frame for the subspace of L 2 of the so-called analytic signals: 
for an.y / E L 2 such that Supp Î C [0, +oo] we have : 

1 1+001+00 . da f = -
0 

< f l '1/Ja,b > 1Pa,b 2 db. 
v, o -oo a 
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There is a one-to-one correspondence between real-valued fonctions f E L2 (1R) and ana­
lytic signals F given by : f = 2ReF and F = X[o,+oo)Î ; if f is real-valued and tp is an 
analytic wavelet, then 

2 (1+00 1+00 
da ) f = CV' Re 

O 
-oo < f l t/Ja,b > 1Pa,b a2 db 

and 
2 1+00 J+oo da Il f Il~= -C I< f l t/Ja,b >12 

2 db. 
1P o -oo a 

The modulus I< f I t/Ja,b >I is therefore used for defining a time-frequency density of 
the energy of / and that's the reason why analytic wavelets are sometimes preferred to 
real-valued one : there is a dephasage between real and imaginary parts of t/Ja,b which 
avoids the pulsatory cancellation which is observed for real-valued wavelets ; the vanishing 
of· an analytic wavelet coefficient is therefore more physically significant than the one of a 
real-valued wavelet coefficient. 

5. Wavelet analysis of global regularity. 

We will see in this section how to apply the Morlet wavelet transform to the study of 
the global regularity of a fonction ; the study of the pointwise regularity will be discussed 
in the next section. 

The main requirement on t/J for regularity analysis will be that t/J has enough vanishing 
momenta. We begin with the easy example of the Sobolev spaces H 8

• (Recall that / E H 8 

if and only if (1 + e2)s/ 2 Î( ç) E L2). 

PROPOSITION 5. - Let s > 0 and tf; be a Morlet wavelet such that : 

1
+00 " 2 dç 

(24) o I t/J( ç) 1 e1+2s = C'P,s < +oo. 

Then for any f E L2 (lR) the following assertions are equivalent : 
(i) f E H 8 

(ii) fo+oo r~: 1< f l t/Ja,b >12 al:2. db < +oo. 
. ( +oo +oo d ) 1/2 

Moreover II f IIH• is equivalent to II f ll2 + fo f _00 1< f l t/Ja,b >12 ~db . 

Reµiark. - If I x I"" t/J E L 1 for some u > s, condition (24) is fulfilled if and only if for all 
p E {O, 1, • • •, [.s]}, f xPtf; dx = O. Thus (24) is mainly a vanishing momenta condition. 

Proof. Since the integrand I< f l t/Ja,b >12 a2d:2• db is non-negative, we may use Fubini's 
theorem and first integrate with respect to b. We obtain : 

1
+00 J+oo da 1 1+00 J+oo da I< f l t/Ja,b >I 2+2sdb = -2 1 Î(e 121 ✓<i~(ae) 12 

2+2sdç 
o -oo a ~ o -oo a 

= Ctp,s
2
~ 1_:00 

1 Î(E) 1
2

1 ç 128 
dç 
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and the proposition is obvious. ■ 

We thus see clearly that the regularity of a fonction is related to the decaying of 
small-scale coefficients. As a matter of fact, condition (24) ensures that 'ef; =I € ls w where 
w is still a Morlet wavelet, and "integration by parts" gives for any f E H 8 

< f l 1Pa,b >=as< Â
8 f I Wa,b > 

where Â.8 is the fractional derivative operator: 0 =! € 18 
/. 

A second example of regularity analysis is given by the Holder spaces ca. For a E 
(0, 1), a fonction f belongs to ca if f is bounded and if Ill / Ilia is finite, where Ill f Ilia= 

sup l'):t-JfY)I ; cc. is a Banach space for the norm Il f !Ica =Il f lloo + Ill / llla . 
x,y;x:;!:y · 

When o: = m + p with m E lN and p E (0, 1), then f E cc. if f is of class cm, if 
its derivatives up to order m are bounded and if f(m) E CP ; ca is then normed by 
Il f !Ica= r:r=o Il j(k) lloo + Ill j(m) lllp . 

For integral values of a, we shall use the Zygmund space Cf. The space C; is the 
space of bounded fonctions f such that Ill f 1111,* is finite, where 

Ill f Ill 
= 1 f(x + h) + f(x - h) - 2f(x) 1 

I,* sup I h 1 • 
z,h;h:/:0 

The space C!71+1 is the space of fonctions f such that f is of class cm, its derivatives are 
bounded up to order m and j(m) E C; ; it is normed with Il / llc~+l = 1:r=O Il f(k) lloo 
+ Ill t<m) 1111,* • 

For technical reasons, we need also to introduce the Hardy space H 1 of int·egrable 
fonctions f E L 1 (lR) such that the Hilbert transform Hf of f is also integrable (Hf is 
defined as Hf= VP ;:z; * f, or equivalently Hf= -isgn€f). If fis such that f E V(IR) 
for some p > 1 and I x le f E L 1(IR) for some € > 0, then f E H 1 if and only if J f dx = O. 

PROPOSITION 6. - Let a = m + p be a positive real number with m E lN and O < p ~ 1. 
Let 1P be a Morlet wavelet. Then : 
(i) if a(/. JN, if I x le. 1P E L 1 and if J~; :r,P'fP(x)dx = 0 for p E {O, • • ·, m} then for any 

f E L2 we have: 
- f E 0° if and only if a- 1!2

-0t < f l 1/Ja,b >E L 00 (1R+ X lR) 
- Ill f(m) IIIP is equivalent to Il a- 1/ 2 -c. < f l 1/Ja,b >lloo 

(ii) if a E lN, if xa1/J E L 1 and the even part of x 0 1/) belongs to the Hardy space H 1 and 
if J xP1/J dx = 0 for p E {O, • • •, o:} then for any f E L 2 we have: 
- f E C'; if and only if a- 1/ 2 -c. < f l 1Pa,b >E L 00 (1R+ X lR) 
- Ill f(m) llli,* is equivalent to Il a- 1/

2-c. < f l t/Ja,b >lloo. 
Moreover results (i) and (ii} are stiII valid if hypothesis "f E L 2

" is changed into "f E L 00
". 
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Remarks. 
• hypothesis "f E L 00

" is more natural than "/ E L 2" since the spaces C°' and C'; 
are included in L 00 and not in L2 ; 

• in case of a being integer, the extra requirement :2:"'y,(:i:)+(;z)"t,b(-:i:) E H 1 is satisfied 
whenever f x"',p dx = 0 and I x 10:+e ,p E L 1 for some € > 0 {since ,/J E L 2). 

Proof. We will begin by the sufliciency part. We cohsider the Besov space Bt:,+e,l defined 
for N E lN and e E {O, 1) as : h E Bf:,+t:,l if and only if h(P) E L 1 for O S p < N and 
Ill h(N) lllreJ if fi.nite where 

Ill f llht:1= !~~ I: If: j I f(x) - f(x + y) 1 dx. 

LEMMA 1. - Let a = m + p and let h be a Morlet wavelet such tha.t h E B!:, +e,l where 
N = m, p < e < 1 if p cf= 1 and N = m + 1, € > 0 if p = 1. If µ(a, b) is a. bounded 
measura.ble function on lR+ x lR such that 1 µ(a,b) I< Cµ.a1! 2+a then the distribution Iµ. 
deB.ned as 

< f Ilµ.>= 1+oo J+oo µ(a, b) < f I ha.,b > d: db 
o -oo a 

belongs to C°' if a (/. lN and to C'; if a E lN. 

Moreover Ill IAm) IIIP if p < 1 and Ill IAm) llli,* if p = 1 are bounded by 
C1i, Il a- 1/ 2-aµ IILoo (lR+ xlR) where C1i, depends only on h. 

The lemma is quite obvious. We fi.rst see easily that Iµ. is well-defined and has bounded 
deriva.tives up to order m : 

1

+00 f +oo 1 da 
fAP) = · µ(a, b)(h(P))a.,b-;; 2 db. 

o -oo a a 

Indeed, for O < p < m, we have : 

1 J(P) (x) 1 < C r+oof +oo inf (1, al/2+a) _!:_ 1 h (p) ( X - b) 1 .!._ da db 
µ. lo -oo va a aPa 2 

= C Il h(P) ll1 1+oo inf(l,a 1l 2+"') ~a < +oo. 
0 a2+P 

We may therefore suppose m = 0 (by replacing µ with a-m µ( a, b) and h with h(m)) and 
try to control Ill Iµ. IIIP or Ill Iµ. 111*,1 • If p < 1, we have : 

1 Iµ.(x) - Iµ.(x + y) 1 

< C 1+00 !+oo alf2+p_!:_ lh(x-b) - h(x + y- b)I da db 
µ. 0 -oo va a a a2 

< C [IYI al/2+pal/2211 h ll1 da+ C r+oo alf2+palf2 Ill h lllieJ hl da 
µ. Jo a2 µ. JIYI at: a2 

= Cµ. I Y IP {~ Il h ll1 +- 1
- Ill h llheJ} • p f. - p 
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If p = I, we have : 

but we have: f lh(z+b)+h(-z+b)-2h(b) ldb 

f 
[b+z 

= Jb (h'(t) - h'(t - z))dt db 

< f 1 1 h'(t) - h'(t - z) 1 dtdb < zl+t Ill h' llheJ 
t-z5b9 

so that : 
11µ.(x +y)+ Iµ.(x - y) - 21µ(x) 1 

1
1YI da l+oo I y 11+e da 

<Cµ a½ ya4 Il h Ili 2 + Cµ a½ Ill h' llheJ al/2 1+ 2 
o a IYI a t a 

=Cµ 1 y 1 { 4 Il h 111 +~ Ill h' 111[€]} 

and the lem.ma is proved. 

The sufficient part is now straightforward if f E L 2 , because we know that there is a. 
Morlet wavelet h which is C00 and compactly supported such that f = f0+

00 J~;: < f 1 

t/Ja,b > ha,b~db and we know also that < / 1 t/Ja,b > is bounded (by li / 1!2!1 tp ll2). We 
may then apply lem.ma 1 to get that if a- 1/ 2-a < J l t/Ja,b > is bounded, then f belongs 
to ca. (a(/. 1N) or CC: (a E 1N). 

If f is assumed to be bounded instead of being square-integrable, we know that 
J; J:: < f l t/Ja,b > ha,b!~db will be well-defined and belong to C°' or C': if a- 1/ 2-a < 
f I t/Ja,b > is bounded. We may then conclude that f belongs to ca. or C',; by the following 
lem.ma: 

LEMMA 2 {The infra-red eut-off lemma). - Let f E L 00
, tp be a Morlet wavelet such that 

1 x la tp E L 1 and h be a C00 compactly supported Morlet wavelet such that (ha,b) is a 
dual frame for ( t/Ja,b). Then 

1
1!+00 

da f = < f l t/Ja,b > ho.,b2 db 
o -oo a 

is well-defi.ned and f - f belongs to C°' ( a (/. 1N) or CC: ( a E JN). 

To prove the lem.ma, it is sufficient to check that for every interval I of length 2 
(I = [x1 -1, x1 + 11), /- f belongs to ca(I) or c:(I) and that the derivatives off- j are 
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controlled independently of J. Let M be such that Supp h C [-M,M]; we choose cp E C~ 
such that O < cp < 1 and cp = 1 on [-2(M + 1),2(M + 1)] and define h = fcp(:r,- x1). On 
J, we have / = h and therefore : 

J-j = fi- j = J,+oo j+oo < fi l 1/Ja,b > ha,b d: db+ { 
1 

j+oo < fi- f l 1/Ja,b > ha,b d: db. 
1 -oo a lo -oo a 

Since I< fi l 1/Ja,b >I< 2JM + 1 Il f llooll 1/J ll2, the first integral is a C00 function. In the 
second integral, we may restrict integration on b to the domain l b - x1 I< 1 + aM (for 
other values of b, ha,b = 0 on J) ; in that case we find : 

I< fi - f l 1/Ja,b >1~11 f lloo { l 1/Ja,b I d:r, < a 1f2+0: (!_J }~a Ill :r, la: 1P Ili 
j (:i:-:i::1 )~2(M+l) 

and thus 

111:i:1+l+aM da 
< fi - f l 1/Ja,b > ha,b2 db 

o :i:1-l-aM a 
belongs to ca: ( or C~). Lemma 2 is proved, as well as the sufficiency part of proposition 
6. 

For the necessary part, we begin with the case m = O. If p < 1, the result is straight­
forward : we just write 

to get 

/ 
1 (x-b) < f l 1/Ja,b >= (f(x) - f(b)) va,"P -a- dx 

I< f l 1/Ja,b >I ~Ill f IIIP / 1 :r, - b IP ~ 11/J ( x a b) 1 dx 

= a1! 2
+P Ill f IIIPIII x la 1P 111 • 

If p = 1 and 1/; is an even function, this is also obvious : 

/ 
1 (x-b) < f l 1/Ja,b > = (f(x) - f(b)) va,"P ~ dx 

= -./a J (f(b + ay) - f(b))1/J(y)dy 

= va½ f (f (b + ay) + f(b - ay) - 2f(b))1/;(y)dy 

and thus 
I< f l 1/Ja,b >I< al Ill f !Ili,* Il X'tp Ili • 

We now have to study the case of 1/; an odd fonction such that :r,1/J E H 1 • We may write 
1/; = Hw ; w is then computed as w = -H1/; and is obviously a Morlet wavelet and an even 
fonction; moreover xw E L1 because 

xw = -~H1/; = -! (/ 1/; dx) - H(x1/;) = -H(x1/;). 
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Now we have 

< f l 1/Ja,b >=< f 1 (Hw)a,b >=< f I H(wa,b) >=< Hf I Wa,b > 

since H commutes with translations and dilations and is a unitary operator. The only 
thing we have to check is that if f E L2 n C; then Hf belongs to L2 n C; and that 
Ill Hf 1111,*< C Ill f llh,* . This is a well-known result, but we may easily prove it: we 
know that f can be written as 

1 1+00 J+oo da f = -
0 

< f I ka,b > ka,b 2 db 
h O -oo a 

where k is an even Morlet wavelet such that k is C00 and compactly supported ; we have 
(in the distribution sense) 

1 l+oo J+oo da 
Hf= -

0 
< f I ka,b > (Hk)a,b 2 db 

ho -oo a 

with < f I ka,b > bounded by 11 f ll2!1 k ll2 and by a½ Ill f llli,*11 xk Ili and Hk belongs 
to B;,tt:,l for€> 0, so that Hf belongs to C; and 111 Hf !Ili,*~ C Ill f 1111,* by lemma 
1. If fis not square-integrable, this proof doesn't work any more, since His not bounded 
onto C! ; but we may approximate f by f cp( ;) where cp is C00, compactly supported and 
cp = 1 on a neighborhood of O ; as R -+ +oo we have 

X 
< fcp(R) l 1/Ja,b >-+< f l 1/Ja,b > 

and for R > 1, 
X Il fcp( R) Ile;< C(II f lloo + Ill f 1111,*), 

so that we obtain 
I< f l 1/Ja,b >I< ca½(II f lloo + Ill f 1111,*) ; 

we get rid of the Il f 1!00 term by homogeneity: if f(;) = fR, we have obtained 

I< fR l 1/Ja,b >I= FR I< f 11/Ji,½ >I < cal(II fR lloo + Ill fR llh,*) 
3 1 

= Ca2 (Il f lloo + R Ill f !Ili,*) 

so that 
Il a-½ < f l 1/Ja,b >IIL00 (R+,1R)~ C (R Il f lloo + Ill fi,* Ill) 

if R goes to 0, we obtà.in the required estimate. 

The case of a general m is then proved by integration by parts. All we have to do is 
to show that under the hypothesis of proposition 6 1/J can be written as 1/J = (-l)mcp(m) 
where cp satisfies the same assumptions with m replaced by O: if p < 1, then cp is a Morlet 
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wavelet such that I x IP <p E L 1 , if p = 1 then <pis a Morlet wavelet such that x<p E L 1 and 
the even part of x<p belongs to H 1 . We will then have 

and 
I< f 1 'Pa,b >1$ ca-ma-½ Ill f(m) 1111,* if p = 1. 

We :fi.rst integrate t/J one time. We define w as w = J:00 t/J(t)dt. We have as well 
w = - J~00 t/J(t)dt, since J tp dx = O. Thus : 

/ 1 x 1m+p-l l w(x) 1 

~ J_ooo J_:r,oo IX 1m+p-ll t/J(u) 1 du+ i+oo i+oo IX 1m+p-ll t/J(u) 1 du 

= u I t/J(u) 1 du. f+oo 1 1m+p 

-oo m+p 

We get I x lm+p-l w E L1 and, since w is bounded by Il tp ll1, we have also w E L2 n L1. 
We may compute in a similar way J xPw dx and find for O < p $ m - 1, 

! ! xP+l 
xPw dx = --t/J dx = O. 

p+l 

In particular, w is still a Morlet wavelet. If p < 1, we have finished: it is enough reiterating 
m-times the integration to get <p. If p = 1, we have still to prove that the even part of xmw 
belongs to H 1 ; we may as well suppose that xm+ltp belongs to H 1and try to prove that 
xmw belongs to H 1 • This is ~traightforward: since J xPtjJ dx = 0 for O $ p < m, we have 
H(xm+ 1tjJ) = xm+l Ht/J ; if n is defined as 

1+00 !:r, 
0 = x Ht/J(u)du = - _

00 

Ht/J(u)du, 

we know that 

Il xmn ll1$ m ~ 1 Il xm+l Htp Ili j 
nowit is obvious that n = Hw by use of the Fourier transform and that xmn = H(xmw) 
since fxPw dx = 0 for·o $ p ~ m - 1. We may then reiterate m-times the integration to 
get <p. Proposition 6 is entirely proved. 

6. Wavelet analysis of pointwise regularity. 

The spaces ca or H(T have given us a criterion for global regularity of fonctions. The 
wavelet analysis allows us to characterize as well the pointwise regularity. S. Jaffard has 
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proved the following theorem [JAF2] (see also M. Holschneider and Ph. Tchamitchian 
[HOT]). 

THEOREM 3 (Pointwise regularity analysis). -
(i) Let o: E (0, 1),J be a fonction such that l f(t) J< C(l+ 1 t 1)0 a. e. and t/; a Morlet 

wavelet such that I x I°' t/; E L1 • Then : 
* if for some xo E Ill we have I f(x)- f(xo) !<Cl x- xo la where C doesn't depend 

on x then for all a > 0 and b E Ill : 

g lso-b( 
** conversely, if l< f I t/Ja.,b >l< c..;a (1 a I°' + 1+l~o_;-blai ) and if moreover f E ce: 

for some € > 0 then I f(x) - f(xo) 1~ CI x - xo l°'. 

ii) Let f be a fonction such that I f(t) j< C{l+ l t 1) a. e. and t/! be a Morlet wavelet 
such that xt/; E L 1 and f x t/; dx = O. Then : 

* if f is differentiable at some point x0 , then for alla> 0 and b E Ill 

I< f l 1Pa.,b >I< ya(a+ 1 b - Xo l)O(a+ I b - xo 1) with O(x) ~ 0 as x ~ 0 ; 

** conversely, if 1< f 1 1Pa.,b >I~ Ja(aw(a)+ 1 b - xo I w(I b - xo l)) with w a. 
continuous non-decrea.sing non-negative fu.nction on [O, +oo) such that J; w(t) 1t < +oo, 
if moreover fis ce: and I x j1+e: t/; E L1 for some € > 0 then fis differentiable at xo, 

Remark. - The extra requirement / E ce: cannot be dropped in the converse part of 
theorem 3, as shown by a counter-example by Y. Meyer given in [JAM]. 

Proof. i) * Since t/; E L 1 and t/; is a Morlet wavelet, we have J t/; dx = O. Thus 

< f I Vla.,b >= J (f(x) - f(xo))VJa.,bdx 

and 

< f I Vla.,b > ~ C J {! x - b I°' + 1 b- xo I°'} 1 Vla,b(x) 1 dx 

= C{lll XI°' t/; 111 a112+0 + Il VJ ll1 va I b - Xo la}. 
** Since f is bounded (/ E ce: C L00

) and I x la t/; E L 1 , we may apply the infra-red 
eut-off lemma (lemma 2) to get that if h is a C00 compactly supported Morlet wavelet such 
that the (ha.,b) family is a dual frame for (t/Ja.,b) and if f = J0

1 J~;: < f I t/Ja.,b > ha.,b~db 

then / -] E ca. So we have only to prove I f(xo) - f(xo + y) 1~ CI y la. Moreover j is 
bounded (since f E c~ and/-/ E ca) and we may therefore assume I y 1~ 1. 

We have: 

11!+00 da, 1 f(xo) - f (xo + y) 1~ l< f I t/Ja.,b >Il ha.,b(xo) - ha,b(xo + y) 1 2 db 
o -oo a 
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and we have already seen that : 

We know that 

I< f I ·'· >I< caa+l/2 + Cinf (al/2+e al/2 1 b-xo 1a ) . 'f"a,b _ ' l 1 + 1 + og lb-:i:ol 

We fix M such that Supp h C [-M, M} ; we have : 

1 Î(xo) - Î(xo + Y) 1~ 

CI Y la +c1
1 

f inf (a1!2+e,a112 I b-:o 1; ) 1 ha,b(xo+1i) l d:db. 
O Jlb-:i:ol'?.lOOMa 1 + log lb-:i:ol a 

In tlie integral, we have I ha,b(Xo + y) I# 0 only if I b- xo - y 1~ Ma, so that 

99 101 
1 b - xo 1 100 ~I y I< 100 1 b - Xo 1 

and 

Thus, we have shown 
1 f ( Xo) - f ( Xo + Y) 1 < C I Y la . 

ii) * : If f is differentiable at xo, we have 

f(x) = f(xo) + f1(xo)(x - xo) + t(x)(x - xo) 

where fis bounded on Ill and tends to O as x tends to xo. Therefore: 

< f l 'f/Ja,b >= J t(x)(x - xo)'Pa,b(x)dx = va J t(b + ay)(ay + b - xo)'f/J(y)dy, 

and we get: 

I< f l 't/Ja,b >I <Il f lloo v'a (a 1 1 Y Il 'f/J(y) 1 dy+ 1 b - Xo I f l 'f/J(y)dy) 
lt1l'?.-j: lt1l'?.-j: 

+ vfa(a li x't/J Ili + 1 b - Xo Ill VJ Ili) sup I t(t) 1 
lt-:co l:5;v'a+lb-:i:ol 
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** We may again replace f by Î = J; J~;: < f 1 "Pa,b > ha,b~db where h is a 
smooth compactly supported Morlet wavelet such that the (ha,b) family is a dual frame· 
for ('1/Ja,b) : since f E L 00 and I x 11+1:: 1/J E L1, the infra-red eut-off lem.ma tells us that 
f - j is c 1+e, hence differentiable at any point. Moreover j E L00 and we have only to 
estimate the behaviour of j ( x0 ) - Î ( xo + y) for small y. 

First, we notice that 

11 !+00 
d da 

À= < f l '1/Ja,b > -d (ha,b)(xo)2 db, 
0 -oo X a 

which is a natural candidate for d~ f (xo), is well-defined, the integral being absolutely 
convergent : if h has its support contained in [-M,M], the integration domain can be 
restricted to I b - xo 1 < Ma, so that 

3 I< f l '1/Ja,b >I~ C a2 w((M + l)a) 

and 

1
11+00 d da 1M+1 da I< f l '1/Ja,b >Il -d (ha,b)(xo) 1 2 db ~ C Il h' ll1 w(a)-. 

o -oo x a o a 

This proof gives us that 

is differentiable ( everywhere) with derivative 

111 ~ < f l '1/Ja,b > (h1)a,b3 db. 
o jb-:i:ol:::;100Ma a 

Nowif I b-xo 1> 100Ma,ha,b(xo) = Owhileha,b(xo+Y) #-Oimpliesthat I xo+y-b 1< Ma 
so that 1

9t0 1 xo - b l~I y 1~ ~g~ 1 xo - b 1 . We obtain 

111 ~ I< f l '1/Ja,b >Il ha,b(Xo + Y) 1 2 db 
0 lb-:i:ol2::100Ma a 

~c 11 

inf{at:, 1 y I w(2 l y I)} da 
o a 

~C I y I w(2 1 y 1) ( 1 + log+ I Y I w~Z I Y 1)) . 
It is straightforward that lim wb) = lim w(--y)log+ ~ = 0 ; we just have to show that 

7-+0+ 7-+0 

lim w(ï)log+ .!. = 0 : this is obvions since ½w(ï)log.!. ~ J.,._,r,y w(t) ~t --4 0 as 'Y --4 o+. 
7-+0+ "1 "l' "l' 

Theorem 3 is now entirely proved. ■ 
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EXAMPLE (Lacunary Fourier series). - Let f = I:t:i qkcos(nkx+cpk) be a fonction such 
that I: 1 qk I< +oo and n~;;-1 > r > 1. Then f _has the same regularity at every point: 

* if fis C(X atone point x 0 for some o: E (0, 1) (i.e. sup lf(
1
~tfo~:0 )l < +oo) then f 

y=rfzo 
is C(X globally (i.e. sup 1/)~tf iz)l < +oo) ; 

z,y;z:;ify j 

** if f is differentiable at one point xo then qk = o ( n\) , and if I qk I< w(nk) ;,. 

where w is decreasing, non-negative and satisfies the Dini condition J; w( ½) ~t < +oo, then 
f is differentiable everywhere. 

Prool Choose a wavelet w E S(IR) such that w is even and Suppw c [-r, -1] U [1, r] and 
define w = Hw. We then have: 

00 

< f ! Wa,b >= va L qkw(ank)cos(cpk + nkb) 
k=O 

00 

< f I Wa,b >= v'aL qkw(ank)sin(cpk + nkb). 
k=O 

In these sums, at most one term is non-zero : if ko is such that 1 < anko < r then 

and 
< f I Wa,b >= y'aqk0 w(ank 0 )sin(cpko + nk0 b) 

(while < f I wa,b >=< J I Wa,b >= 0 in the case where there is no such ko) ; thus 

doesn't depend on band the regularity will be the same at all points. 
Now we choose I) E [1,r} such that w(6) =/. O. For k E 1N, we fix ak =:,..If/ is C(X at 

some point xo, we find I qk I< w(B) 1 :,.1(X, so that (n~qk) E .t00 
; this in tµrn implies for 

every a and b, I< f I Wa,b >I< Ca 1!2+cx and/ is ccx at every point. 
Similarly, if/ is differentiable at some point xo, we have I< f I Wa,zo >I= o(a) and 

I< / 1 Wa,zo >1= o(a) so that qk = o ( n1
,.). The converse partis given by point ii) ** of 

theorem 3 (since that if qk = o ( ;,. ) then qk E C!). ■ 

In particular, we see that the Zygmund class C; is very different from the class of 
the Lipschitz fonctions : the fonction I:~ frsin 2kx belongs to C; and is differentiable 
nowhere (while a Lipschitz function is differentiable almost everywhere)~ 
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Chapter 2 

DISCRETE WAVELET TRANSFORMS 

In this chapter, we will see the various ways of defining a discrete wavelet transform. 
From a functional point of view, it means to turn a continuous representation (by mean 
of a fonction of two continuous parameters) into a discrete one (as a series, or a two­
parameters sequence). This is easily handled by sampling the Morlet wavelet coefficients 
on a hyperbolic grid, such a grid being suited to non over-redundant representations of 
fonctions by mean of affine wavelets )at/J (:z:;;b). The discretization of the Morlet wavelet 
representation leads to numerical wavelet processing, but introduces as a new difficulty 
the proeminent part played by the dual frame ( which is no more arbitrary, as it was in the 
integral transform). 

1. Sampling theorems for the Morlet wavelet representation. 

In order to turn his wavelet representation into a numerically efficient algorithm, J. 
Morlet proposed to approximate this representation by sampling the wavelet coefficients 
on a "regular hyperbolic" grid, i.e. by keeping the wavelet coefficients < f l 1/Ja,b > for 
(a,b) = (a8\narbo), where m and n are integers and the numbers ao > 1 and bo > 0 
are fixed. Morlet's idea was that if the grid was fine enough (ao close enough to 1 and 
bo to 0) then the family ("P(m,n) = "Pat:',nat:'bo)mEZl,nEZl would be a frame in L2 {1R) for 
the counting measure on 'li, X 'll. This idea was proved to be good in a very illuminating 
paper by I. Daubechies [DAU2] under some slight restrictions on 1/J. Such restrictions are 
unavoidable because not every Morlet wavelet can. be sampled into a discrete frame : 

THEOREM 1 (Regular sampling theorem)~ - Let t/J be a (non identically zero) real-valued 
square integrable fonction. For fixed a0 > 1 and bo > 0, we note 

t/J(m,n) = aom/2 t/J(aomx - nbo) (m E 'll, n E 7.l). 

Then: 

i) if the ("P(m,n)) family is a frame in L2 (1R) for the counting measure on 1.l2 , i.e. if for 
two positive constants A and B we have 

(1) for all f E L2 (1R), A Il f 11~:s; L L I< f I t/Jcm,n) >12 < B Il f lit 
mEZl nEZl 

then we must have almost everywhere on 1R : 

A :s; bl L l tP(aoe) 12< B; 
O mEZl 
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in particular, tp is a Morlet wavelet : 

(3) 1+00 dç 
o 1 .Ji( e) 12 T < +oo ; 

ii) if for some € > O, t/; satisfi.es I x 11t2+f t/; E L 2 and I ç li 'efJ(ç) E L 2 and if f t/;dx = 0 
(so that t/; is a Morlet wavelet) then t/; satisB.es 

(4) ess.inf. E l 'efJ(aoE) 12> 0 and ess.sup. L l tP(ao€) 12 < +oo 
mEZ mEZ 

for any ao close enough to 1 [i.e. there exists a(t/;) > 1 such that (4) is satisfi.ed for any 
ao E (1, a(t/;))J ; moreover for anyao such that t/; satisfi.es (4) a sufficient condition for the 
family ('P(m,n))meZ,nEZ associated to ao and to some positive bo to be a frame is that bo 
is close enough to O (i.e. bo E (0,/3(ao, t/;)) for some positive f3(ao, t/;) depending on ao and 
t/;). 

Parti) of theorem 1 was proved by C. K. Chui and X. Shi [CHS]. Part ii) was proved 
by I. Daubechies under different hypotheses ont/; [roughly speaking, ,Ji was required to be 
continuous, to be O(I ç If) for some e > 0 in the neighborhood of O and to be O(I e 1-1-i) 
in the neighborhood of infinityJ. We choose a different requirement ont/; not only for the 
sake of originality, but mainly for three reasons. The first one is that we shall deal in the 
following chapters with wavelets which don't satisfy Daubechies' requirement while they 
satisfy ours (for instance, the celebrated Haar basis). The second one is that the main 
tool in our proof will be a theorem (the "vaguelettes lemma") which is of constant use 
in wavelet-related operator theory. The third one is that this proof works as well for an 
irregular sampling as for a regular one : 

THEOREM 2 · (Irregular sampling theorem). - Let tp be a. Morlet wavelet such that for 
some € > o, 1 X 11t 2+i t/; E L2 (so tha.t f tp dx = 0) and I e If,$ E L2 • Let (a~, ba)aeA be a. 

counta.ble fa.mily of points in (O,+oo) X JR. and let 1Po.a,ba = a~ 112 tf; ( z-;;;:«). 

i) A necessary condition for (t/;0.
0

,bJaeA to be a frame in L2 (JR) for the counting measure 
on Ais that there exist numbers À> 1, 0 > 0 and NE N* such that 

. { 1 } (5) Va > O, Vb E lR, 1 ~ Card a E A/>. a < aa < >.a and I b - ba 1~ Oa < N 

(where Card E is the cardinal of the set E). 

ii) Conversely, a. suflicient condition for (t/Jo.,.,b,.)aeA to be a. frame is that the fa.mily 
(aa,ba)aeA sa.tisfi.es {5) for some NE N* and some À close enough to 1 and some O close 
enough to O (i.e. there exist >.0 > 1 and Oo > 0 such that (t/lo.

0
,bJaeA is a frame whenever 

it satisfi.es (5) for some NE N*, some >. E (1, Ào) and some () E (0, Oo)]. 
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This sam.pling theorem shows that Morlet's choice of a regular hyperbolic grid to 
discretize his wavelet representation is somehow optimal. Irregular sampling has been 
recently discussed by several authors, see e.g. K. H. Grôchenig [GROE2], as a robustness 
criterion for the regular sam.pling which thus is proved to be poorly affected by a small 
perturbation of the sampling points. 

Theorem 2 shows also that the information conveyed by < f 1 1/Ja,b > can be viewed 
as an average information about f on [b - atJ, b + atJ] and about Î on [-¾, - }al U L.1a, ¾] , 
as we pointed it in the preceding chapter : in order to have a frame, we need a complete 
but not over-redundant information, and this is the meaning of condition (5). 

We postpone the proof of theorems 1 and 2 to sections III and IV and devote section 
II to the "vaguelettes lemma". 

2. The vaguelettes lemma and related results for the Hf,f' spaces. 

The vaguelettes lemma is an almost orthonormality criterion for functions generated 
through dilations and translations : 

THEOREM 3 (The vaguelettes lemma). Let€ and€' be positive real numbers such that 
€ > ½• Let (/(i,k))iE'll,kE1l, be a bounded family in Hf,f' : 

(6.1) sup sup (111 x If f(i,k} ll2 + Ill ç If' Î(:j,k) 1'2) < +oo 
iE'll kE1l, . · 

such that 

(6.2) for all ;" E 'Ili and all k E 'IL, / f(i,k)dx = O. 

Let A be a positive real number greater than 1 (A> 1). Then the family (VJ(i,k)) defi.ned 
by 

(6.3) 

is an almost orthogonal family in L2 (lR). More precisely, there exists a constant G(A, €, €') 
such that for al] sequences (.\;,k) E l 2 (7li2 ) and all such families ("P(i,k)) : 

(6.4) Il I: L Àj,k1/J(i,k) !12< G(A, E, E') (LLI Ài,k 1
2) 

112 

supsup Il fU,k) IIH.,,• . 
i k i k 3 k 

Remark. - The vaguelettes lemma has been introduced for the analysis of singular 
integral operators (see e. g. Yves Meyer [MEY3]) with slightly stronger requirements on 
the f(i,k) : they were required to satisfy for some positive Eo and Eb : 

s~p {11 (1+ 1 x l)l+eo f(i,k) lloo + sup I f(i,k)ix)--,fl~()(Y) 1} < +oo 
:,,k z,y,x:,fy X Y 
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(and of course J f(f,k)dx = 0). Such fonctions / (i,k) satisfy (6.1) for any e E (½, ½ + e0) 

and E' E (o 1+2 e:0 c') ■ '2+2e: 0 0 • 

Proof. The proof is very simple. We will first check the one-scale almost orthonormality 
(and need for that only the space localization s~r Il (1+ 1 X l)E:f(i,k) ll2< +oo with f > ½)-

J, 
We will thereafter address the almost orthogonality between scales with a very simple tool: 
integration by parts ( and need for "differentiation" the regularity requirement 

and for "integration" the vanishing mean condition J f(i,k)dx = 0). 

LEMMA 1. - For any e > ½ there is a positive constant C(e) such that for every (>.k)kE:lZ E 
1..2 and every sequence (!k) in L 2 ((1+ 1 x l)2e:dx) 

(7) Il L Àkfk(x - k) ll12(d:i:) < C(e) L I Àk 12 sup Il (1+ 1 x lt fk Il~ . 
kE:lZ kE:lZ kEZl 

This is obvious 

/ 1 L Àkfk(x - k) 1
2 

dx 
kE:lZ 

< ! L I Àk 12 (1+ 1 x- k 1)2e: 1 fk(x - k) 12 L (1+ 1 x ~ k) 12e:dx 
kE:lZ kEZl 

< Il L (l+ 1 xl- k 1)2e: lloo L I Àk 1
2
11 (1+ 1 X ltfk Il~• ■ 

kEZl kEZl 

LE~A 2. - For all positive e and e', and for all a E (0, e'), the fractional derivation 
operator na (deflned by na/(€) =I ç la Î(€)) is bounded from He:,e:' to L2 ((1+ 1 x 1)211dx) 

if T/ < ½+a and 77 :::; (1 - :,)e. If€ > ½ and a < e:l1j 2 , we thus may choose T/ > ½• 

Let C1 be a smooth function on lR such that q(x) > 0 for all x and q(x) =I x I for 
1 x 12:: 1. If f E He:,e', we know that Î belongs to the Sobolev space He and that_ 1 ç le' Î 
belongs to L 2 = H 0 ; hence we may use complex interpolation between He and H 0 to get 
that q°' Î belongs to H(l-ffe)e if a E (O,e'). But we have na/= l;L" q°'Î and it is easy to 

see that JfJ)a is a multiplier for HTI if and only if I rJ I< ½+a. ■ 

LEMMA 3. - Let e be a positive number such that e > ½· Let a E (0, 1) be such that 
a < e. Then the fractional integration operator l°' {defined by Jal(€) =I e 1-0I. Î(e)) is 
bounded from L2 ((1+ 1 x 1)2/!dx) n {/ E L1 / J f dx = 0} to L2 ((1+ 1 x 1)211dx) whenever 
r, < min(e - a, f - a). 
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In particular, if a< € - ½, one may choose rJ > ½· 

In order to show that I ç 1-0 Î( ç) belongs to HrJ, we have no problem for ç far away 
from O, since far from {O} 1 ç 1-0 is a smooth multiplier with bounded derivatives. We thus 
fixa smooth fonction 'P E C~(ffi.) such that rp(ç) = 1 if I e I< 1 and rp(ç) = 0 for I e 12:: 2 
and we will show that l ç 1-0 'PÎ belongs to HrJ. Let's call ï the inverse Fourier transform 
of I ç 1-0 cp, so that the problem is now to show that / * ï belongs to L2 ((1+ 1 x l)2f'ldx). 

It is easy to check that : 

(8.1) 1 ï(x) 1~ C(l+ 1 x n-l+a 

(8.2) 

Moreover, since J f dx = O, we may write 

ï * f(x) = f f(y)(ï(x - y) - ï(x))dy, 

and hence 

where: 

Now, it is easy to check that : 

/ 111 (x) 1
2 (1+ 1 x 1}2 f'I dx 

<11 (1+ i 1)€1 112 f r (1+ i x 1)2,, i y 12 d d 
- x 2 Jlul<½l:z:I (1+ 1 x 1)4-20: (1+ 1 y 1)2€ x y 

and that the last integral converges if and only if a + rJ < J and a + rJ < € ; 
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and the last integral converges if and only if a + 'tJ < € ; finally, we have for any 8 > 0, 

Js(x)(l+ 1 X 1)11 ~ r lzl 211(1+ 1y1)11+51 f(y) 1 (1+ 1 _1 l)l-o+5dy; 
11:i:-yl<? X y 

if ô > a, (1+ 1 X n-1+0
-

5 E L1 and if't] +s < E, (1+ 1 X l)11+5 J E L2 $0 that if a+'t] < € 

we have J3 (x)(l+ lx 1)11 E L2 • ■ 

Proof of the vaguelettes Jemma. 
We may now end up the proof of theorem 3. We defi.ne 

F; = L >..;,k/(j,k)(x- k) 
kE7Z 

and 

G; = L >..;,k'I/J(ji) = Ai/ 2 F;(Ai x). 
kE7Z 

We choose a positive a: such that J0 and D 0 are bounded from Hf,€' n{/ E L 1 / J f dx = O} 
to L2 ((1+ 1 x 1)211dx) for some 'tJ > ½ (as we may do by lemmas 2 and 3). Now, we have 
the following invariance properties for J0 and D 0 

: 

1°{/(x - k)} = {J°' f}(x - k) , D°'{f(x - k)} = {D°'f}(x - k), 

1°{/(Ax)} = A-0'.{JO'. f}(Ax) , DO'.{f(Ax)} = A 0 {DO'. f}(Ax). 

Hence, we have : 

Il naa, 1\2= Aaj Il D" Fj 1\2< C Aaj (~ 1 Àj,k 12) 
112 

(by lemma 1) 

Il J"G; 1\2= A-•i Il I"F; Il,< Crai ( ~ 1 Àj,k 12) 

112 

and therefore, for j ?: l : 

I< G; 1 G, >l=I< r•a, 1 D"G, >I< C A-alJ-tl ( ~ 1 Àj,k 12) 1/2 ( ~ 1 >.,,. 12) 1/2 

and this last estimate gives us : 

Il L L Àj,k'lp(j,k) Il~ = L L < G; 1 Gt > 
j k j t 

< cy~A-• 1HI ( ~ 1 >.;,, 12) 
112 

( ~ 1 >.,,, 12) 
112 

< C (1+21 ~~~.) y~ 1 Àj,k 1
2

• 
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We thus have shown the almost orthonormality of the family (VJ(j,k)), ■ 

Remark. - In case of "P(f,k) = Aif 2'l/J(Aix-k), the vaguelettes lemma can be greatly 
simpli:fied : 

PROPOSITION 1. - For the family (Aif 2 'l/J(Aix - k))fE7l,kE7l (where 'l/J E L 2 and A> 1 
are fixed) to be almost orthonormal in L2 (JR), it is enough to have for some positive a 

(9.1) 

(9.2) 

ess.sup. L I e + 2k1r l2QI -ri(e + 2k1r) 12 < +oo 
kE7l 

Proof. This is ba.sed on the following remark : for any f E L 2 (JR), the following assertions 
are equivalent : 

(10.1) The family (f(x - k))kE7l is almost orthonormal in L2 (JR) ; 

(10.2) the fonction I:kE7l l Î(e + 2k1r) 12 is essentially bounded. 

Now (9.1) and (9.2) ensure us that the families (DQ'l/J(x - k))kE7l and (JQ'l/J(x - k))kE7l 
are almost orthonormal, and the proof of the proposition is similar to the end of the proof 
of the vaguelettes lemma. ■ 

Of course, if 'If; belongs to He,e' (with e > 1/2 and l > 0) and satisfies J 'If; dx = O, it 
satis:fies (9.1) and (9.2) for some positive a, as we have seen it in lemma.s 1 to 3. 

3. Proof of the regular sampling theorem. 

We now prove theorem 1. We begin with the necessary condition. We suppose that 

is a frame: 

(11) Vf E L2 (1R), A Il f Ili< L L I< f l "P(m,n) >12< B Il f Ili 
mE7l nE7l 

and we want to prove 

(12) A::; bl L 1-ri(are) 1
2

::; B a.e. 
O mE7l 
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This will be easily done due to the following lemma : 

LEMMA 4. - We note /y(x) = f(x - y). If (1P(m,n)) is a frame then for all f E L2 (lR) we 
have: 
(13) 

1 / T 1 /oo 
T~~oo 2T _ L L I< /y 11P(m,n) >1

2 
dy = bo _ 1 Î(E) 1

2 L 1 $(aôê) 12 
dç. 

T mE7l nE7l 00 mE7l 

Proof. The family of operators (LT )T>O defined by 

{ 

T }1/2 
LT(f) = 2~ ! L L I< /y l 1P(m,n) >1

2 
dy 

-T mE7lnE7l 

is clearly an equicontinuous family of sublinear operators from L 2 (lR) to lR.+ (since LT(/) 
~ ../B Il f ll2). Therefore, it is enough to prove (13) for a dense subset of L2 (lR). 

and we get, by Fubini's theorem : 

boar 1X+2,r/boa:;' 
-

2
- Qm(/y)dy 
11" X 

1 12,r 1/boa;;' ,. 1 ,. 2n7r 
= 2b ~ 1 f ( ê + 2n1rï;,n) 12 I t/J( aô ê + -b-) 12 

dç 
7r o o nE7l oao o 

= 
2

1
b f +00 

1 Î(E) 12 1 $(aôE) 12 
dç. 

11" 0 -oo 

We have thus proved a one-scale version of equality (13) : 

T~oo 2~ L: Qm(/y)dy = 2:bo l:00 

1 Î(ê) 1
2

1 $(aôê) 1
2 

dç. 

Now, Fatou's lem.ma gives us : 
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and we get therefore : 

m 

We will now prove (13) for f such that fis C00
, f has compact support and O fi. supp J. 

In that case, we have : 

where <p is a C00 fonction with compact support such that O fi. Supp cp and cp = 1 on 
Supp /. Thus we have : 

where the constant C0 doesn't depend on m (but depends on/). But we have: 

The last two integrals are convergent since we already know that Em 1 ~(acre) 12 is 
bounded and since the boundedness of Em 1 $(acre) 12 is obvious. Thus, we may apply 
Lebesgue's dominated convergence theorem to conclude that (13) is satisfi.ed for any f such 
that fis a C00 compactly supported fonction with O fi. Supp J, hence for all f E L2 • ■ 

The necessary part of theorem 1 has thus been proved. For the suffi.dent part, we may 
just notice that, if I x j1/ 2+1:: t/J is square-integrable, the Sobolev injection theorem tells us 
that ~ is ci:: (we will suppose e E (0, 1)); since ~(O) = 0 (f t/Jdx = 0), ~ is O(I e If) near o. 
We know also (lemma 2 in section II) that for some positive a and T/, 1 e la~ belongs to 
the Sobolev space H 112+ri, hence ~ is O(I ç 1-a) in the neighborhood of infinity. Thus, for 
any a> 1, EmE7Z l 1,&(ame) 12 converges uniformly on every compact of JR.\{O}. Moreover 
~ is not identically O and therefore 1,b has no zero on some interval [Ao, Bo] (0 < Ao < Bo) 
(and on [-Bo, -Ao] as well by Hermitian symmetry) j hence EmE:ll 1 _t,b(ame) 1

2 doesn't 

Va.I).ish on JR.* for any a E ( 1, t). Therefore, t/J satisfi.es (4) for small enough a0 • 
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Now we fix ao such that (4) is satisfied. We will write V'c~,n) for "Pa;;',nboa;;' ; the 

problem is to show that we control EmE7Z EnE7Z I< f I V'c~,n) >12 for small enough bo. 

LEMMA 5. - For any € > 1/2, e' > 0, ao > 1, there exists a constant C0 such that for 
every 'lj, E He.,e.' such that f 'lj, dx = 0 and every f E L 2 we have : 

(14.1) 'ïlbo E (0, 1), L L I< f 1 "Pa0 ,boa0 >12< ~o Il V' llk.,., Il f Il~ 
mE7ZnE7Z O 

(14.2) b~i~o L L bo I< f 1 "Pa;;',nboa;;' >12= / L aom I< f 1 "Paô,b >12 
db. 

mE7ZnE7Z m 

Proof. We :first suppose b0 E [1/2, 1). Then we may write 

"Pa;;',nboa;;' as "Pa;;',nboaô = aom/ 2'1j, (bo(aom b: - n)). The vaguelettes lemma (theorem 3) 
gives us : 

mE7Z nE7Z 

and (12.1) is proved for b0 E [1/2, 1). 
Now if b0 E [2i+i, ~], we may write b0 = ~' so that: 

L L I< f 1 "Paô,nboa;;' >12= L L I< f 1 "Pam n~ am >12 
• o, ~o o 

mE7ZnE7Z mE7ZnE7Z 

If O::; r < 2N, we write V'[r,N) = 'lj,(x - r~) ; then 

L L I< f l "Pa;;'(n2N+r)~ao >12 ::; C Il f 11~11 "P(r,N) llk,., 
mE7Z nE7Z 

::; Co Il f 11~11 V' llk.,., 
and thus: 

L L I< f 1 "Pa0 ,nboa0 >I~ Co2N Il f 11~11 V' llk,., 
mE7Z nE7Z 

and (14.1) is proved. 
Because of (14.1), it is enough to prove (14.2) for a dense subset of L2 (1R). We use the 

same proof as for lemma 4 and thus we suppose Î C00
, compactly supported and O (/; Supp Î­

Then: 

21rbo L I< f l 1Pa0 ,nb0 a0 >12 

nE7l: 
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w~ere Ç doesn't depend neither on m nor on bo E (0,1) (and where O (/. Suppcp and 
cp f = f). By dom.inated convergence, we get : 

But 

L 21rbo I< f I t/Jaô,nboa'rJ' >12 

nE2Z 

as soon as SuppÎ C [-1rbo~ô,1r 60~ô]. Now, (14.2) is proved since 

We may now easily end the proof of theorem 1. If t/J E He,e.' (e > 1/2, f' > 0) is such 
that J tp dx = 0 and if ao is such that for some positive A, B we have (everywhere outside 
from {O}) 

A :5 L l 1.b(aô1e) 12:5 B 
mE2Z 

then we have : 

A Il f lli:5 J L aom I< f I t/Jaô,b >12 db < B Il f Ili 
mE2Z 

and we have just to check at which rate the left-hand side of {14.2) goes to the right-hand 
side as bo goes to O. For 

where 

S(bo,f) = { L L bo I< f I t/Ja;r,1nb0 aô >12 }

112

, 

mE2Z nE2Z 

it is a direct consequence of Minkowski 's inequality to state that : 
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By lem.ma 5, we have, since 

the following estimate : 

bo , bo 1 S(bo, f) - S( 2 , f) 1~ Co(7J, 11 ) 111/J(x) -1/J(x - 2 ) IIH,,,,,, Il / 112 

where 17 E (1/2, e) and 171 E (0, €'). Now, it is easy to check that, if b0 E (0, 1), there exists 
"'f > 0 (which doesn't depend on b0 ) such that 
111/J(x) -1/J(x - Èf) IIH,,,,,, ~ C bJ 111/J IIH.,., : it is enough to see that 

111/J(x) -1/J(x - b;) 112~ C 111 E lt:' 1P ll2 bt if e' E (0, 1) 

while 

and 

Il (1+ 1 x lr'(1/J(x) -1/J(x - b;)) ll2< C Il (1+ 1 x 1)€1/J ll2 

Il (1+ 1 € l)t' ~(€)(1 - e-ibot/ 2) ll2< 2 Il (1+ 1 € l)t' ~ 112, 
and then to interpolate. 

Now, ifwe define So(f) as (J Lme:,za 0m 1< / l 1/Jar;,b >12 db)
112

, we obtain: 

b..., 
1 S(bo, f) - Bo(/) 1< C 1 _ (~/ 2)..., 111/J IIH •.• , Il / ll2 

and thus if bo is small enough the family ( 1Pa'; ,nbo a-;) is a frame. 

4. Proof of the irregular sampling theorem. 

We begin the proof of theorem 2 with the following sparsity lemma: 

LEMMA 6. - Let 1/J E L2(1R) (1/J # 0) and let (a0 ,b 0 )aeA be such that the family 

1/Ja,.,b,. = a--;;,1121/i ( :i:;:;:a) is almost orthonormal: 

(15) 
aEA aEA 

then there exists No such that : 

(16) Va> 0, \/b E lR, Card { a E A/ ½a~ a0 ~ 2a and I b - b0 1~ a} < No, 
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Proof. The map (a,b) -t 1/Ja,b = )a-1/J(x;b) is a continuous one from (O,+oo) x IR to L 2. 
Hence if a is close enough to 1 (1 a - 1 I< to) and b close enough to O (1 b I< e0), we have 
111/J -1/Ja,b 112:S ½ 111/J 112 and Re < 1/J, Vla,b >2:: ½ 111/J Il~ . Now fix a and b in IR and call 
Ka,b = {(aa:,ba:)/(1- to)a :S a 0 :S (1 + to)a and I b0 - b 1< ato}; for (a0 ,b 0 ) E Ka,b, we 
have 

hence 

¾ 111/J Il~ CardKa,b :S LI< Vla,b l 1/Jaa,ba >12:S Co 111/J Il~ 

and we see that 

Thus we get (16). ■ 

0: 

2Co 
Card Ka,b < li 1/J Il~. 

LEMMA 7. - Let 1/J E Hf,f' ( e > ½, e' > 0) be such that f 1/J dx = O. Let ïm,n = 
sup I< 1/J l 1/Ja,b >I (m, n E 7l). Then EmE7Z EnE7Z ï~,n < +oo. 

2m :$a:$2m+ 1 ,2m n:$b:$2m (n+l) 

Ïm,n =I< VJ l 1/Jam,n,bm,n >I • 

We have: 

1 ~m ( 2m x 2mn-b) 
Vlam,n,bm,n = 2m/2 -a-1/J -a-(2m - n) + a · 

m,n m,n m,n 

Now (v'O'I/J(Ox+>..))i;2:$8:$l,0:$>.:::;1 is a bounded set in Hf,f' and we may apply the vaguelet­
tes lemma (theorem 3) to conclude : 

\If E L
2
, L I< f I Vlam,n,bm,n >12< C Il f Il~ • 

m,n 

Let f = 1/J to conclude. ■ 

End of necessary part of theorem 2 : 
Let 1/J E Hf,f', (e > 1/2, E' > 0) with J 1/Jdx = 0 and let (Vlaa,bJ be a frame. We call 

No the number in inequality (16) and f 0 the number E E ï~,n in lemma 7; and we call 
Ao a positive number such that for all f E L 2, Ao Il f lit~ Ea: I< f l 1/Jaa,ba >12 • 

For a > 0, b E IR and N E N* we call Ka,b,N = { ( a, /3) E (0, +oo) X "JR/2-N :S ~ :S 
2N+l and I b-:ba l:S (N + 1)2N+l }. Then we have : 

i) Ao 111/J 11~:S L I< Vla,b I Vlaa,ba >12 
a: 
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( !.cl. bg-b)t:tK 
c , o. ~ 1,0,N 

~ No L L 'Y~,n· 
lml~Nlnl~N 

This la.st estimate doesn 't depend on a or b and goes to O as N goes to +oo. Thus if N 
is big enough, we obtain EK,. 

0 
N I< 'Pa,b l 1/Ja"',b"' >12> 0 and CardKa,b,N > 1. Thus we 

have proved inequality (5). ■ ' ' 

Proof of the suffi.dent part : 
We fix ao > 1 and bo > 0 such that the family ( 'fPa0 ,nbo a0 ) ( m E 'Il,, n E 7.l) is a 

frame. Now, if for each a> 0 and b E IR, Card{a/ ½a< aa < Àa and lb- ba I< Oa} > 1, 
we may pick Œm,n such that ½aéf ~ aam,n < Àaéf and I bonaéf - bam,n 1~ aéf6. If A2 < ao 
and 6 < ½, the map (m, n) -t am,n is one-to-one and thus we have: 

m n Q 

But we have: 

LLI< f l 1Pa0 ,nboa0 >12 ~ Ao Il/ Il~ with Ao > 0 
m n 

while: 

< { ~~ I< f 1 'Pa:;',nboa:;' - "'••m,••'•m,• >12 } l/

2 

<C Il f 112 sup { Il ef,{x) -tef,(~ - b) IIH,,,, / ~ :Sa< À, 1 b l:S ÀB} 
by the vaguelettes lemma. This last estimate goes to O as À -t 1 and 6 -t O and theorem 
2 is proved. ■ 

5. Sorne remarks on dual frames. 

We have seen that sampling the Morlet wavelet representation on a fine enough hy­
perbolic grid gives a discrete frame : we have turned a functional representation ( as a 
fonction in L 2 ( d: db)) into a sequential representation ( as a sequence in l 2 (1.l X 1.l)). Such 
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a discrete representation is better suited to computing than the former continuous one. 
However, we have lost a very convenient tool of the continuous wavelet transform, namely 
the possibility of choosing a nice dual wavelet (such as a smooth compactly supported one): 
if our new discrete frame has no redundancy but is a Riesz basis of L2 (IR), the dual frame 
is then unique and there is no reason that this dual frame should well behave, whatever 
the behaviour of our wavelet t/J is. The problem of the dual frame is then two-fold : 

• while the frame ( t/Jaô ,nboaô )mE2Z,nE7Z is easily described by a finite set of data (the 
function t/J, the scale mesh a0 and the position mesh bo), the dual frame (hm,n) might 

be of a more complex structure : one sees easily that hm,n ( x) = ,!12 ho,n ( 
0
3;,.) but the 

a 0 0 

functions ho n, n E 'Il, are not in general generated from ho,o by shifts. By instance, let 
(t/J;,k)jE'E,kE~ be an orthonormal wavelet basis of L2 (IR) (t/J;,k = 2U2tjJ(2ix - k), j E 'Il, 
k E 'Il) with a smooth rapidly decaying wavelet t/J ( t/J belongs to the Schwartz class S (IR) ; 
we will see in chapter 4 that such wavelet bases exist) and define ef, = t/J(x)-rt/J(2x) where 
1 r I< y2; then the efl:i,k = 2il 2ef,(2ix - k) are still a Riesz basis of L2 (IR) and for such a 
basis the dual basis (h;,k = 2il 2hk(2i x)) is easily computed : 

hk = L (~)i t/J;,2ik• 
j5:_0, 2ikE7Z 

We thus see that 
h2N(2ko+l) = h2N(x-2N2ko), 

but that the functions ho and h2N (x+2N) are all different. Moreover, ho is badly behaved: 
if I r 1~ 1, it isn't integrable on lR.. 

• the second point is the following one : even if the dual frame (hm,n) is a wavelet frame 
hm,n = a0mh(a 0mx - nbo), there is no reason for h to have good decay at infinity or to 
have good regularity properties. So we cannot hope to characterize functional spaces or 
regular points (as in the preceding chapter) without knowing the behaviour of h. That 
means that, in order to have a characterization of functional spaces in terms of sequences 
of wavelet coefficients, one needs to deal not only with the analyzing wavelet t/J but with 
the reconstruction wavelet h as well. 

By instance, let us describe the characterization of Sobolev spaces by mean of an 
oscillating analyzing wavelet t/J and a regular reconstruction wavelet h : 

PROPOSITION 2. - Let a0 be greater than 1 and bo be a positive real number. Let tp 
and h generate dual frames in L2 (1R.), (t/Jm,n = a~ 12t/J(a,é>x - nbo))mE7Z,nE7Z and (hm,n = 
a~ 12h(atfx - nb0 ))me7Z,nE7Z• Let s be a positive real number and D 8 be the fractional 
derivative operator defined by .D8/(€) =I € 18 Î(€). 

i) In order to get that for some constant C 

(17.1) Vf E H 8
' L L a~ms-1< f I t/Jm,n >12< C Il ns f Il; 

mE7Z nE7Z 
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a necessary condition is 

(17.2) 

and a sufB.cient condition is 

(17.3) for some positive 8, 

ii) In order to get that for some constant C 

(18.1) for all finite sequence P·m,n), 

a necessary condition is 

(18.2) 

and a sufB.cient condition is 

(18.3) for some positive 8, 

Remark. - Condition (17.3) is satisfied as soon as we have for some u > s, 1 x Ier t/J E 
L 1 and J xPtfJ dx = 0 for O ~ p ~ [s]. Condition (18.3) sounds classical (for wavelet bases, 
it can be found in [ GRil]) ; it is satisfied as soon as we have for some u > s, h E Hcr and 
h has enough decay at infinity in order to ensure D 8 h E L 2 (1 x 11+11 dx) for some positive 
TJ, i.e. as soon as h E Hu and I x If h E L 2 for some u > s and some e > 2 (;-s). ■ 

Proof. (17.1) is equivalent to the statement that the family_ 

(with A =I ç 1-s 'efl) is almost orthonormal in L2 , while (18.1) is equivalent to the almost 
orthonormality of the f amily 
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The necessary parts are then straightforward by looking just at the scale ag = 1 : for 
/ E L 2 the almost orthonormality of (f(x - kbo))kEZL is equivalent to the boundedness of 
LkEZI: 1 Î(E + 2tt) 12 

• The sufficient parts are corollaries of proposition 1. ■ 

6. Wavelet theory and modern Littlewood-Paley theory. 

The Morlet wavelet theory has many common points with the modern Littlewood­
Paley theory, as developped in the years 60's and 70's. A. P. Calderon introduced in the 
60's a resolution of identity, for the purpose of interpolating Banach spaces [CAL], which 
is similar to the integral wavelet transform. Let 1/; E L 2 (JR) be such that : 

i) 1/; is real-valued ; 
ii) ,Ji is C00

, has compact support and O ri Supp ,Ji ; 

and let 'Î't be the convolution operator Wtf = f * t'l/;(f ). We write w; for the adjoint 
operator of W t ; then : 

(19) J:00 
'Îlt O w; ~t = e1f'IdL2 (Calderon formula). 

The constant e1'> is the Morlet constant: 

(20) 

the connexion between Calderon formula and the Morlet wavelet transform being given by I~:: < f l 1Pa,b > 1Pa,bdb = a'Î'a O w;(f). 

The Calderon formula provides a Parseval equality 

(21) 1 1+00 

dt Il f Il~= e1'> 
0 

Il wtf Ili T 

but the point is that is also suited to many other spaces, as by instance Lebesgue spaces 
LP (1 < p < +oo), Hardy spaces HP (0 < p < +oo), Sobolev spaces H8, Besov spaces 
B~•P, and so on. We have seen in the preceding chapter the case of the Sobolev spaces H 8

, 

the Holder spaces es or the Zygmund spaces e: : 

1+00 dt 
•fors> 0 and f E L 2

, f E Hs * 
0 

11 Wtf Il~ t 1+28 < +00 

• fors> 0 (sri N) and f E L 00
, f E es* supt-B 11 Wtf lloo< +oo 

t>O 
•fors EN* and f E L 00

, f E e: ,ç:> supt- 8
11 Wtf lloo< +oo. 

t>O 

Thus, the Calderon formula provides a representation of fonctions as a continuous super­
position of fonctions w hich are frequentially well localized. 
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The Littlewood-Paley decomposition provides a similar decomposition, but the con­
tinuous parameter t is replaced by a discrete one and the integral by a series. Let 'if., be 
such that : 

(i) 'if., is real valued 
(ii) 'efJ is C00

, has compact support and O €/. Supp 'efJ 

(m) I: 1 -$(2i e) 12 = 1. 
fE7î, 

Then if we define Â; = 'iif 1/2; o Wi/2;, the Calderon formula (19) can be turned into the 
Littlewood-Paley decomposition : 

(22) V/EL 2
, / = L!:l.;f 

;jE7î, 

where the series converges in the L 2 sense. We then have 

Il/ Il~= L l1 W1/2;/ 11~~ L Il !:l.;/ li~ 
jE'lî, ;jE'lî, 

(where ~ stands for equivalence). This decomposition allows the same characterizations 
of Banach spaces as the Calderon formula ; we have for instance : 

•fors> 0 and/ E L 2
, f E H 8 <=> L 4is Il !:l.;/ Il~< +oo 

fE'O, 

•fors> 0 (s €/. 1N) and/ E L 00
, f E C 8 <=> sup 2is II A;/ lloo< +oo 

jE7î, 

• fors E 1N"' and / E L00
, f E C! # sup 2is Il A;/ lloo< +oo. 

jE'lî, 

Such characterizations have proved to be very useful for the analysis of non-linear partial 
differential equations (as for instance in the para-differential calculus of J. M. Bony [BON]). 

A further discretization of the Calderon formula has been introduced in the mid SO's 
by Frazier, Jawerth and Weiss under the name of the cp-transform [FRJ]. They consider a 
fonction 'if., such that : 

(i) 'if., is real-valued 
(ii) ,$ is C00

, has compact support and O €f_ Supp 'efJ 

(iii) for f E L 2
, Il f Il~= L L I< f I VJi,k >12 (with VJi,k = 2il 2 'if.,(2ix- k)). 

fE'lî,kE'O, 

Such fonctions are ~asily constructed, as shown in the "painless non-orthogonal wavelet 
expansions" paper by Daubechies, Grossmann and Meyer [DAUG]. Now formulas (19) 
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and (22) become 

(23) \/ f E L
2' f = L L < f I t/Jj,k > t/Jj,k 

jEZ?: kEZ?: 

and the characterization of Hs and es are turned into : 

•fors> 0 and/ E L2
, f E Hs {;}LI:: 4is I< f I t/J;,k >12< +oo 

jEZ?: kEZ?: 

•fors> 0 (s </. lN) and/ E L00
, f E as{;} ~up sup 2i(a+i/ 2) l< f I t/J;,k >I< +oo 

3E7Z k E 7l 

• for 8 E lN"' and/ E L 00
, f E a:* sup sup 2i(s+l/ 2

) I< f I tpj,k >l< +oo. 
jEZ?: k E 7l 

With the cp-transform, we thus are dealing only with numerical sequences, and not with 
fonctions any more. 

In 1985, Y. Meyer constructed a fonction t/J satisfying the conditions i) to iii) required 
for the cp-transform and an extra condition : the family ( t/J;,k)jEZ?:,kEZ?: was an Hilbertian 
basis of L2 (lR) [LEME]. In the following chapters, we will study and construct the wavelet 
bases. The main difference with the cp-transform is that we shall deal mainly with com­
pactly supported wavelets (and show why they are well-suited to numerical computations). 



Chapter 3 

THE STRUCTURE OF A WAVELET BASIS 

In this chapter, we will study the (hi-orthogonal) wavelet bases of L 2 (IR), i.e. Riesz 
bases (1/J,-,k)fe'lZ,kE'lZ of the type: 

(1) 

such that their dual basis ( J,-,k)jE'lZ,kE'lZ, defined by : 

(2) - 2 -"Pj,k EL and < "Pj,k j 'Pl,p >= ôj,lôk,p for all l,p E 'Il 

is of the same nature 

(3) 

(with the same parameters a0 and b0 ). We may always suppose b0 = 1, since the isometry 

U : f-? v'liof(box) transforms the basis (1/Jj,k) into ( U(tfJ,-,k) = af 2 (U1/J)(atx - k)) and 

the dual basis ('efJ,-,k) into ( U('efJ,-,k) = aÏ12 (U'efJ)(aÏx - k)). Whereas the parameter b0 is 

thus arbitrary, a0 cannot be chosen arbitrarily. If we want 1/J and 'efJ to be localized (i.e. if 
we require 1/J and 'efJ to be in H 112+e,e for some positive e) then, if moreover we ask ao to be 
integer, then necessarily a0 = 2; as we will see, this is deeply connected to the fact that, for 

integer a0 , the spaces V0 = Span { 1/Je,k/ l < 0, k E 7.l} and Vo = Span { 'efJe,k/ l < O, k E 7.l} 
(where Span stands for "closed linear span in L 2 ") are invariant under a translation by 
bo : 

(4) f E Vo -<=> f(x - bo) E Vo and f E Vo-<=> f(x - bo) E Vo. 

If ao is no more an integer, V0 and V0 need not be invariant un der the translation by b0 ; 

however, if we require 1/J and 'efJ to be localized and V0 and V0 to be invariant, a0 has to 
belong to {1 + !/m E lN*}. 

As we will see, the space V0 has a very specific structure and the description of its 
structure will help us in the following chapters to construct many wavelet bases. 

1. General properties of shift-invariant spaces. 

The main result of this section is the following one : 

THEOREM 1 (The invariant projection theorem). - Let P0 a bounded projection operator 
on L2 (IR), V = RanP 0 and V = Ker Pcf and let E be some positive real number. Then 
the following assertions are equivalent (we assume Po =:/= 0) 
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{i) Po satisfi.es the three following properties : 
• Po is invariant under integer shifts : 

(5.1) Vk E 'Il, Vf E L2
, Po(f(x - k)) = (Pof)(x - k) 

• Po is an integral operator 

(5.2) 3p(x, y) E L}0 c(1R x JR), V/ E C~, Pof(x) = J p(x, y)f(y)dy a.e. 

• p(x, y) has enough decay off the diagonal to ensure : 

(5.3) r r (1+ 1 x-y l) 1+e(I p(x,y) 12 + 1 p(y,x) l2)dxdy < +oo. 
j zE[O,l] j yElR 

(ii) V has a Riesz basis (cps,k)i:5s:5D,ke:,i; and V has a Riesz basis ($s,k)i:5s:5D,ke:,i; 
such that: 

(6.1) VS E {1, · · ·, D}, Vk E 'Il, cps,k(x) = cps(x - k) and $s,k(x) = $s(x - k) 

(6.2) J (1+ 1 x l)1+e I Sos(x) 12 dx < +oo and J (1+ 1 x 1)1+e l $s(x) 1
2 dx < +oo 

(6.3) < cps,k l $,,,t >= 8s,,,8k,t• 

Moreover, the number D doesn 't depend on the choice of the Riesz basis (Sos,k) and will 
be called the multiplicity of V. 

Proof. We begin by the easy part ii) => i) : (6.3) means that (Sos,k) and (fs,k) are dual 
Riesz bases, and therefore : 

D 

(7) V/ E L2
, Pol= L L < f 1 'PS,k > cps,k• 

6=1 kE7i,; 

Now, (5.1) is obvious, while (5.2) and (5.3) are direct consequences of the following in­
equalities for <p,cp E L2 ((1+ 1 x l)1+edx) : 

r r (1+ 1 x-y l)1+e (LI sci(x-k) Il cp(y-k) 1)
2 

dxdy 
lxe[O,l] JyEIR kE:li,; 

< { 1 L I sc>(x - k) 1
2 (1+ 1 x- k l)l+e I cp(y- k) 1

2 (1+ 1 Y-"- k 1)1+e 
J zE[O,l] yEIR kE7i,; 

(1+ l x-.y l)l+e 
"----'----'-------dxdy 
L,.; (1+ 1 X - k 1)1+e(1+ 1 y - k l)l+e 
kE7i,; 

< Ce r r L I sci(x- k) 12 (1+ 1 x- k 1)1+e I cp(y- k) 12 (1+ 1 y- k l)1+edxdy 
j zE[O,l] j yER kE7i,; 

= Ce J I sci(x) 12 (1+ 1 X l)l+edx J I cp(y) 12 {1+ 1 y 1) l+edy. 
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We thus have proved ii) => i). 

We now turn to the direct sense : i) => ii). We first characterize shift-invariant Riesz 
bases. 

DEFINITION 1. - For f,g E L 2 , the correlation function C(f,g) is defined by: 

(8) C(f,g)(ê) = I: Î(e + 2k1r)g(e + 2k1r). 
kE7l 

The series (8) converges almost everywhere and defines a 21r-periodic fonction which 
belongs to L1(0, 21r). 

DEFINITION 2. - For (fs)i-.56$D, (gt:)i$t:$E two finite families of fonctions in L 2 , the 
correlation matrix M ((! 0), (gt:)) is defined as the D x E matrix (C(fs,gt:)}i-.5 0::;n,1:=;t:$E· 
Similarly, the auto-correlation matrix M[(f 0)J is defined as M[(fs)] = M((fs), (!0)). 

LEMMA 1. - Let V be a shift-invariant closed linear subspace of L2 (JR) {i.e. Vf E V, 
Vk E 'Ili, f(x - k) E V). Let / 1, • • •, f D belong to V. Then the following assertions are 
equivalent : 

(j) the family (fs(x - k))1:=;o$D,kE7l is a Riesz basis of V ; 
(jj) the functions (fsh<6<D sa.tisfy the following three requirements : 

• M[(/ 0)] belongs to Mn(L 00 (0,21r)) 
• M[(fs)] is invertible in Mn(L 00 (0,21r)) 
• Vf EV, det(M[(fs)i::;s::;n U (!)]) = 0 a.e. 

(j) => (jj) is almost obvious. For f E L2 , the almost orthonormality of the family 
(f ( x - k) he:zz; is equivalent to the essential boundedness of C (f, f). Since C (f, g) ::s; 
✓ C (f, f) ✓ C (g, g), we see that if the family (f 6 ( x - k)) is a Riesz basis of V, then the coef­
ficients of M[(fs)] are essentially bounded. Moreover the dual basis (f;,k) of (fs(x-k)) in 
Vis easily seen to be shift-invariant: fZ,k = J;(x-k), and we have M[(f;)]M[(/ 0)] = IdD, 
so that M[(f s)] is invertible in Mv(L 00 (0, 21r)). Finally, if f belongs to V, then we have 

Î = Ef=l C(f,J;)Îs and thus for any g E L 2
, C(f,g) = Ef=l C(f,J;)C(fs,g) ; this 

implies det(M[(fs) U (!)])=O. 

(jj) => (j) is easy as well. If M[(f 0)] has bounded coefficients, the family (fs(x - k)) 
is almost orthonormal. If moreover M[(fs)] is invertible, we may defi.ne a dual system 

--- D A by M[(fs)J- 1 = (>.s,t:(e)h::;o$D,1$t:$D and fs = Et:=l >.s,t:(e)ft: j we then have that the 
family u;(x - k)) is almost orthonormal and in duality with Us(x - k)) ; thus we may 
conclude that the family (fs(x - k)) is a Riesz basis for a closed subspace of V. This 

- D A subspace is the whole space V : for f EV define / 0 EV by / 0 = Es=l C(f, J;)fs ; then 
C(f, fs) = C(f 0 , fs), hence : 

0 = detM[(fs) U (!- / 0
)] = (detM[fs])C(f- J0 ,J- J0

) 

240 



hence 

thus 

C(f - / 0
, f - / 0

) = 0 a. e. ; 

Il f- ! 0 Il~=_.!._ 12

,r C(f- ! 0
, f- J0 )dç = 0 

211" 0 

and/= / 0 • The family (fs(x - k)) spans V. ■ 

COROLLARY. - If V admits fi.nitely generated shift-invariant Riesz bases, the number of 
generators doesn 't depend on the choice of the Riesz basis. 

Indeed, if (fs(x - k)h:s;s:s;D,kE7L is a Riesz basis for V (with dual basis u;(x - k)) 
and if (gi)i:s;i:s;E is a family of functions in V, then gf. = Ef=l C(g0 J;)Îs so that : 

(9) M[(gi)] = M((gf.), (f6))M[(fs)]M((f;), (gd) 

and 
rankM[(gf.)J < rankM[(fs)] = D a. e. ■ 

LEMMA 2. - Let e be positive and fi,•••, f D belong to L2 ((1+ 1 x 1)1+(.dx). 
(j) The series (8) defi.ning C(fs, fs,) converges uniformly on [O, 21r] and C(fs, fs,) belongs 

to H~ {1R/21r1.l). 
(jj) For al]€ E [O, 21r], the fonction J; = LkE7L e-ie(z-k) fs(x - k) belongs to L2 (0, 1). 

(jjj) For all € E [O, 21r], the matrix M[(f s)](ê) is the Gram matrix of the functions (f;h:s;s:5:D 
in L 2 (0, 1). 

This lemma is easy. If f belongs to L2 {{1+ 1 x 1)1+(.dx), Î belongs to H 112+f./2 (JR); 
if w E C~(JR) is such that LkEZ w(x - 2k1r) = 1, the norms 

are equivalent, and thus we may conclude from the Sobolev injection H 112+f./2 C L 00 

(10) 

We have proved the uniform convergence of C(fs, fs,) on [O, 21r]. Moreover, by the Poisson 
summation formula 

(11} 

and we have: 

G(fs, fs 1 ) = L < fs(x) 1 fs,(x - k) > e-ike 
kE7L 
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L I< fs(x) 1 fs,(x - k) >12 (1+ 1 k l)1+f 
kE7.l 

~ 2 L r I fs(x) 12 (1+ 1 ~ k l)I+fdx Il /5,(x)(l+ 1 XI)~ Il~ (1+ 1 k l)1+f 
kE7.l jlkl<lülxl X 

+ 2 L Il fs(x)(l+ 1 XI)~ Il~ r I fs,(x - k) 12 
( 1

1 
1)1+ dx(l+ 1 k l)1+f 

kE7.l jlkl< 1
p
0 1x-kl 1+ X f 

~ 4 Il fs(x)(l + 101 x I)~ 11~11 fs 1 (x)(l + 101 x I)~ 11~11 ~ (l+ I x ~ k l)1+f lloo 

so that C(/ 0 , f 0,) EH~ (1R/21r7l). Point (j) is proved. 

Point (jj) is obvious : 

1
1 

(:z:= I fs(x - k)) 
O kE7.l 

~ fo
1 
L I fs(x - k) 1

2 
(1+ 1 x - k l)

1
+fdx Il L (l+ I x ~ k l)1+f lloo 

~7.l k 

=Il fs(x)(l+ 1 x I)~ 11~11 L (l+ 1 x ~ k l)I+f 1100 • 

k 

And point (jjj) is easily proved : 

f
1 

Jf(x)Jf,(x)dx = l+oo e-iexfs(x)Jf,(x)dx 
lo -oo 

= l+oo fs(x) L e-ike ls 1 (x - k)dx 
-oo kE7.l 

= L < fs I fs,(x - k) > e-ike = C(fs, fs, )(ç). ■ 
kE7.l 

LEMMA 3. - If Po satisfies (5.1) to (5.3), then for all ç E [0, 21r] the space ve = {Je/ f E 
V n L2 ((1+ 1 x 1)1+Edx)} is finite dimensional. Moreover dim ve doesn't depend on ç. 

In order to prove lemma 3, let us define pe by 

(12.1) 

(12.2) pe (x, y)= L p(x, y --k)e-ie(x-y+k). 
kE7.l 
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We first notice that (5.3) ensures that pe(x, y) E L 2 ([0, 1] x [O, 1]) 

J { 1 pe(x,y) 12 dxdy < 
J[o,112 

~li L (1 1 -
1 

k l)l+e lloo J r L l p(x,y-k) 12 (1+ l x-y+k l)1
+edx < +oo. 

kE1L + X y+ l(o,l] 2 kE1L 

Thus pe is a bounded operator on L2 (0, 1) ; since it has a square-integrable kernel, it is a 
Hilbert-Schmidt operator, hence a compact operator. 

Now, for/ E L 2 (0, 1) (extended by O outside from [O, 1]), we have 

Pol E L2 ((1+ lx 1)1+Edx) : 

J I Pof(x) 1
2 (1+ 1 X l)1+edx ~Il f li~ J r I p(x, y) 1

2 (1+ 1 X Wdxdy < +oo 
j yE(0,1} 

and 
{Po(eïezf)}e = pef. 

Thus, RanPe c V( If ge Eve, we have 

pe(ge) = { I:e-ie(z-y+k)p(x,y- k) I:e-ie(y-p)g(y-p)dy 
J[o,1} k p 

= 1 I:e-ie(z+k)p(x+k,y)I:e+iePg(y-p)dy 
(0,1] k p 

= L 1 L e-ie(z+k+p)p(x + k + P, y - p)g(y - p)dy 
P [0,1] k 

= L 1 L e-ie(z+k)p(x + k,y- p)g(y- p)dy 
P {0,1} k 

= L e-ie(z+k)(Pog)(x + k) = g( 
k 

Hence pe is a projection operator onto V( Since it is compact, ve is finite dimensional. 
Moreover, we have : 

(13) dimVe = j f pe(x,y)pe(y,x)dxdy 
lro,112 

since pe ( x, y) may be rewritten as 

dimve 

pe(x,y) = L ei(x)ët(y) a. e. 
i=l 
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where (ei) is a basis of ve and (et) the dual basis of (ei) in (Ker pe)1.. Formula (13) proves 
that dim ve is a continuous integer-valued fonction of ç, hence is constant. ■ 

LEMMA 4. - Let V be a shift-invariant closed linear subspace of L2 (lR) such that V n 
L2 ((1+ 1 x 1)1+edx) is dense in V, and let ve be defi.ned as in lemma 3. Then the following 
assertions are equivalent : 

(j) V has an Hilbertian basis of the type (f 0(x - k))i:5s:5D,kE1i: with /6 E L2((1+ 
1 x 1)1+edx) 

(jj) Vç E [O, 21r], dim ve = D. 

We already know (j) => (jj) by lemmas 1 and 2. The implication (jj) => (j) is proved 
by reccurence on D. We will show that we may find a fonction g E L 2 ((1+ 1 x j)1+edx) n V 
such that the family (g( ~- k)) kE:ïZ is ortho~ormal. Then we call W the space spanned by 
the g(x-k), k E 'IL, and V= VnWl.. Now Vis still shift-invariant (because both V and W 
are invariant), VnL2 ((1+ 1 x l)1+t:dx) is dense in V (because if f E L2 ((1+ 1 x l)1+t:dx)nV, 
it is easy to see that 

L < f(g(x - k) > g(x - k) E L2 ((1+ 1 x l)1+t:dx) n V) 
k 

and ve = ve EB Cge, hence dim ve = D -1. 
Hence, we just have to show the existence of g. Since dim Ve = D, we may find for 

all e a fonction ge E L2 ((1+ 1 X 1)1+t:dx) n V such that C(ge, ge)(e) =/= o, and we have also 
C(ge, ge)(11) =/= 0 for r, in a neighborhood of ç. By compacity of [O, 21r}, we may find a finite 
family of fonctions gi, · · · ,gN and a subdivision t1 = 0 < t2 < · · · < tN < tN+l = 21r 
of [0,21r} such that : ve E [ti,ti+1l, C(gi,gi)(é) > 0 (i = 1, .. · ,N). We will search for a 
fonction g of the type g = '2:~1 Ài(ê)§i(c) (with Ài a trigonometric polynomial) such that 
Vç, C(g,g)(ç) =f:. O. 
Wehave: _ 

G(g,g) = (.>.1, ••• ' ÀN )M[(g;)] ( L) . 
Since the matrix M[(gi)} is hermitian ayd non-negative (as a Gram matrix), we have 

è(g,g)(e) cf O if and only if M[(g;)] (X) cf O, or equivalently ~=l X;{flû;(ç) cf Ô 

( 

C(gi,gi)) 
with Üi = : . In order to prove the existence of such Ài 's, it is enough to look 

C(gN,Yi) 
for continuons fonctions µi such that : Vç, I: µi(ê)ûi(ê) =/= Ô; then we will conclude by 
the Stone-Weierstrass theorem. Let then 'Pi, 1 ~ i < N, be 21r-periodical C00 fonctions 
such that : 'Pi = 1 on [ti, ti+1], 0 < 'Pi < 1 outside from ukE7i: [ti + 2k1r, ti+l + 2k1r], 
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C(gi, gi) doesn't vanish on Supp 'Pi and the support of 'Pi is contained in [ ti-~ +ti, ti+1 tt;+:.i] 

modulo 2,r (with to = tN - 2,r and tN+2 = t2 + 21r). Then we will choose µ,0t. to be 
µo(E) = éWa (e) 11~: f flu for some 21r-periodical C00 real-valued fonction Wa,. On ]to, t 0 +;0 +1 ] 

we have: - -I: µ,kÛk = Il ;: Il eiwa + 'P0t.-l li;:=: Il eiwa-1 

and, since 1 'Po-1 I< 1, 'Eµ,kÛk ::f. O. Similarly, 'Eµ,kÛk ::f. 0 on [ta+;o±1 ,to+d· 'Eµ,kÛk 
can vanish only on the points E = t 0 ; if we fix w0 (t0 ) = 0, we thus have to avoid 

Eo±1 + ~éwa(ta+i) = O and this can be easily done. ■ 
l!tta+dl IIUall 

We thus have a fonction g E V n L2 ((1+ 1 x l)1+t:dx) such that C(g,g) doesn't 
vanish. If we define 1 as '1 = ~' then 1 E L2 ((1+ 1 x l)1+t:dx) n V (since C(g,g) E 

C g,g 

H 112+t:f2 CIR/21r'll), and C(g,g)(ê) ::f. 0 for ail E, we have C(g,g)- 112 E H 112+t:/2 (JR/2,r'll) 
since we may use symbolic calculus on the algebra H 112+t:/2 (1R/21r'll)). Moreover 

L 1 '1(€ + 2k1r) 12= 1, 
kE7Z 

and this implies the orthonormality of (1(x - k))kE7Z• Lemma 4 is proved. ■ 

We may now prove (i) => (ii) in theorem 1. By lemmas 3 and 4, we know that V has 
an orthonormal basis (cps(x-k))1s;ss;D,kE7Z with <ps E L2 ((1+ 1 x l)1+t:dx). Then the dual 
basis ($s(x - k)) of (cps(x - k)) in V is easily computed as 

<ps = P;cps = f p(y,x)cp(y)dy 

so that (5.3) and <ps E L2 ((1+ 1 x l)1+t:dx) imply <ps E L2 ((1+ 1 x 1)1+t:dx). Theorem 1 is 
proved. ■ 

We may give more results on the decay of the fonctions 'Pô and cp6 in terms of the 
decay of p(x, y) : 

PROPOSITION 1. - Let Po satisfy the hypotheses and conclusions of theorem 1. Then : 

(i) one may choose 'Pô and <ps with rapid decay (i.e. Vk E lN, xkcpô E L 2 and xk<ps E L 2 ) 

if and only if : 

Vk E lN, 1 j I x-y lk (1 p(x,y) 12 + 1 p(y,x) l2)dxdy < +oo. 
xE[0,1] yEJR. 

(ii) one may choose cps and 'Pô with exponential decay (i.e. 3e > O, et:l:i:lcp0 (x) E L2 and 
et:l:c1$s(x) E L 2) if and only if: 

3a > O, 1 . f e°'l:i:-vl (1 p(x, y) 12 + 1 p(y, x) l2)dx dy < +oo. 
xE[0,1] j yEJR. 
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(iii) one may choose 'Pô and 'Pô with compact support if and only if p(x, y) is properly 
supported, i.e. 

:lM, 1 x - y I> M ⇒ p(x, y) = O. 

(iv) If Po is an orthogonal projection operator (V = V*) then conclusions i), ii), and iii) 
are valid for orthonormal bases ('Pô = <j;6). 

Proof. Except for the case of compactly supported fonctions, proposition 1 can be proved 
in exactly the same way as theorem 1 (because the integrability conditions are stable for the 
orthonormalization tool used in lemma 4 : ~ = k,). The case of compactly supported 

C g,g 

fonctions is handled with the following lemma : 

LEMMA 5. - Let V be a shift-invariant closed subspace of L2 (1R) such that V contains 
non-trivial compactly supported fonctions. Then there exists two compactly supported 
fonctions g and h such that : 
• g E V and h E L2 

; 

• < g(x - k) 1 h(x) >= ôk,o for ail k E 'Il. 

For , E V with compact support and TJ E L2 with compact support, 

C(ï, v) = L < ,(x) 1 17(x - k) > e-ike 
kE~ 

is a trigonometric polynomial. We choose g E V with compact support such that : 

degreeC(g,g) = min{degreeC(ï,,)/, EV, 1 -:j.: 0, 1 has compact support} 

and define Jas J = {C(h,g) 1 h E C~}. J is an ideal of the ring oftrigonometric polynomial: 

and 

This ring is principal, hence I has a generator Q0 • We say that Q0 = 1. Indeed, let 
Qo = R(e-ie) with R(z) E C[X], R(O) -:j.: 0, and suppose that R(z 0 ) = 0 for some z0 E C*. 
We then hàve LkE~ zgg(x + k) = 0 in D' ; we ·define O as 

we have that O has a compact support and therefore belongs to L2 ( as a locally finite sum 
of square-integrable fonctions) ; moreover g(x) = O(x) - z0 0(x + 1), hence 
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we will have a contradiction if we prove () E V. If I zo I< 1, the series Lk>o z~g(x + k) 
converges strongly in V ; if I z0 I> 1, the series - Lk<O z~g(x + k) converg;s strongly in 

V ; if I zo I= 1, the series Lk>O z~g(x + k) has its partial sums L,: z~g(x + k) bounded 
in L 2 -

(11 t ~g(x + k) 112= ~ Il (z6'+1
ei(N+i)e - l)Ô Il,~ 2 [I O 11,) 

and converges to () in D', hence weakly in L 2 , but V as every closed subspace is weakly 
closed and () E V. Thus Q0 = 1 and lemma 5 is proved. 

Point iii) of proposition 1 is now easily proved by recurrence on the multiplicity D of 
V. Just pick a g and a h as given by lemma 5 ; then the operator 

Qf = L < f I P;h(x - k) > g(x- k) 
kE7Z 

is a projection operator such that Po - Q is a projection operator ; both Q and Po - Q 
have properly supported kernels, the multiplicity of Ran Q is 1 and the multiplicity of 
Ran P0 - Q is D - 1. 

Point iv) is .then easily proved : it is enough to show that there exists "Y E V such 
that "'f is compactly supported and the family ("Y(x - k))kE7Z is orthonormal. Let w EV 
be a non-trivial compactly supported fonction and a= Inf Supp w. We want to construct 
a fonction "Yo defined by : 

J
o:+1 

Il "Yo ll2= min{II g ll2 / g EV, Supp g C [a, +oo], a: I g(x) 12 dx = 1}. 

We define 

J
o:+l 

K = {g EV /Supp g c [a, a+ 2M + l], a: 1 g(x) 1
2 dx = 1, 

( 
o:+1 )-1/2 

Il g ll2::; l I w(x) 1
2 dx Il w ll2}-

We daim that K is a compact set : indeed, by point iii), we know that 

U = {g E V/Suppg c [a,a+ 2M + 1]} 

is a finite-dimensional space, and K is a bounded and closed set in U. Moreover, if g E V, 
Supp g C [a, +oo[ and J:+1 

1 g(x) 12 dx = 1, we define g as 
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it is easy to check that 

Supp g c [a, a+ 2M + 1], g EV, g = g on [a, a+ 1] 

and 
Il g 1'2~11 X[o:,o:+M+l]g ll2~!1 g lb ; 

since K is compact, this proves the existence of ,o (with support in [a, a+ 2M + 1}). Now 
if k ~ 1 we have 

Supp,o + Àïo(x - k) C [a,+oo[ 

and 
,o + À1o(x - k) = 10 on [a, a+ 1] ; 

we obtain 
Il 10 ll2<ll 10 + .X1(x - k) ll2 for all À E C, 

hence 
< 10 l ,o(x - k) >= O. 

The required function 1 may then be defined as 

2. The structure of a wavelet basis. 

We will study in this section the structure of hi-orthogonal Riesz bases of L2 (lR) 

THEOREM 2. - Let a> 1. 

(i) Let ( V'o:h:::;o::::;A and ( '!,bo:)t:::;o:~A satisfy : 

(14.1} (ail 2 ,t,a(ai x - k)) and (ail 2 '!,ba(ai x - k)) are bi-orthogonal Riesz bases of L2 (lR) ; 

(14.2) V'o: and '!,bo: belong to H 1;2+e,e' for some positive€, €1 
; 

(14.3) the spaces 

Vo = Span(aif 2 'ifJo:(aix- k)/j < 0, 1 <a< A, k E 1l) 

and 

are invariant under integer translations, 
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then the space Vo has a Riesz basis (<p0(x - k))i5k5D with dual basis ('Po(x - k))i5k5D 

in Vo such that <p0, cp0 E L2 ((1+ 1 x l)1+"dx). 
Moreover, we must have : 

• a= ! for two integers p > q 2:: 1 with p /\ q = 1 ; 

• (p- q)D = qA. 
When ais integer (q = 1), V0 and V0 are aJways invariant and condition {14.3} is therefore 
always fulE.lled. 

{ii) Conversely, if V0 and V0 are closed linear subspaces of L 2 (Ill) such that : 

(15.1) Vo and Vo have dual Riesz bases (<po(x-k)h::;;o=::;D,kE7Z, ('Po(x-k))i505D,kE7Z with 
<ps and cp0 in H1;2+",e.' for some positive e and e' ; 

(15.2) Vo C V1 = {f(ax)/ f E Vo} and Vo C V1 = {f(ax)/ f E Vo} ; 

(15.3) V1 and V1 are shift-invariant : f E V1 -<=> f(x - k) E V1, f E Y-1 -<=> f(x - k) E Y-1. 

(15.4) The spaces vi = {f(aix)/f E Vo} and vi = {f(aix)/f E Vo} satisfy: niE7Z vi = 
- - • 2 

njE7Z V; = {O}, U;E7Z V; and U;E7Z V; are dense m L 

then a E Q, a= { with p /\ q = 1, q divides D and there exist A= (p - q) ~ fonctions t/Jcx. 

and A fonctions t/Jcx. such that : 

(16.1) VJcx. and 'iflcx. belong to H1;2+f,f' ; 

(t/Jcx.(x - k))kE7Z is a Riesz basis for Vin V/ and 
(16.2) _ _ .L 

(t/Jcx.(x - k))kE7Z is a Riesz basis for V1 n V0 ; 

(16.3) the families ( ai l 2 t/Jcx. ( ai x - k ));E7Z,kE7Z,15cx.5A and ( ai 12 -ifJcx. ( ai x - k ));E7Z,kE7Z,15cx.5A 
are dual Riesz bases of L 2 (Ill). 

This theorem has been proved in 1991-92 by P.-G. Lemarié-Rieusset [LEM6], [LEM9] 
and P. Auscher [AUS2]. The case of wavelet bases with non integer dilation parameter a 
has been studied in Auscher's thesis [AUSl]. 

Proof. We first explain why a has to be rational. 

LEMMA 6. - Let V be a closed Jinear subspace of L2 (Ill) such that: 

(i) V has a Riesz basis (fs(x - k))1505D,kE7Z with fs E L 2 ((1+ 1 x l)1+fdx) for some 
positive e ; 

(ii) V is invariant under a shift by a factor a> 1 : /EV {:} f(x - a) EV 
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then a E Q, a= ! with p /\ q = 1, and Dis a multiple of q. 

The lem.ma 6 is easy. If V satisfies i) and ii), it is invariant for any translation 
f - f(x - h) where h E 'Il+ a'll ; if a (i Q, 'Il+ a'll is dense in Ill ; since h - f(x - h) 
is continuous from Ill into L2 (JR), V is invariant under any translation. The orthogonal 
projection P of L 2 onto V commutes with translation, hence is a convolution with a 
distribution p : P f = p * f, where p is bounded (since P is bounded on L 2) and satisfies 
p2 = p a.e. (_since Po P = P) : we thus get p = XE for a measurable set E and 
V= {f E L 2 

/ f = 0 a.e. outside from E}. Now, Vis supposed to have a basis (fs(x- k)), 
which we may assume to be orthonormal as we saw in the preceding section. We thus 
have: 

which gives, by considering Îsupported in [eo - 1r, ço + 1r] and letting ço run through Ill 

D 

XE(€)= L l Îs(e) 12 a. e. 
ô=l 

which is absurd, since Îs is continuous. Thus a cannot be irrational. Now if a= !, the 
space W = {f(px)/ f E V} and Z = {f ( ~x)/ f E V} are shift-invariant ; moreover the 
orthogonal projectors on W and Z have kernels which satisfy the hypotheses (5.1) to (5.3) 
of theorem 1 (just use the basis of V to compute the kernels). Thus, W and Z have shift­
invariant Riesz bases. If E is the multiplicity of W and F the multiplicity of Z, we have 
E = pD = qF, hence q <livides D since p /\ q = 1. ■ 

The proof of theorem 2 is a direct consequence oftheorem 1. Let's suppose that t/J0t. and 
'ifi0t. satisfy (14.1) to (14.3). If Q; is the projection operator from L 2 onto Span(t/J;,k,0t./l < 
a < A, k E 7.l) in the direction of (Span('ifi.1,k,0t./l ::; a: < A, k E 'll))l. (where t/J;,k,0t. = 
ail 2tf;0t. ( ai x - k) and 'ifi;,k,0t. = a.il2.(fi0t. ( ai x - k)), and if Po is the projection operator on Vo 
in the direction of V/, then : 

(17) Po = I: Q; = IdL2 - I: Q;. 
i<O j~O 

(This proves that V0 and V0 are invariant if a E lN* since for;"~ O, 

hence 
Q;(f(x + 1)) = (Q,i J)(x + 1)). 
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If we look at the distribution kernels of Po : p(x, y) and of Q; : q; (x, y), we have : 

(18) p(x,y) = Lq;(x,y) = 8(x-y) - Lq;(x,y) in D'(IR x IR). 
j<O j~O 

Now, since 'Pat and 'if;°' belong to L2 ((1+ 1 x l)1+fdx), we know that qo(x,y) is locally 
square-integrable and that 

(19) r 1 1 X - y 11+f (1 qo(x, y) 12 + 1 qo(Y, x) 12) dx dy < +oo 
j :cE(0,1) yElR 

and for;'> 0 

r 1 1 X - y 1l+f (1 q;(x, y) 12 + 1 q;(Y, x) 12) dx dy 
j :cE(0,1) yElR 

= r 1 a-j(l+f) 1 x- y 11+f (a2j I qo(x,y) 121 qo(y,x) 12) ~dxdy 
j :cE(O,a.i) yElR a2

3 

= a-j(l+f) r j IX - y 11+f (1 qo(x, y) 12 + 1 qo(Y, x) 12) dx dy. 
j :cE(O,ai] yElR 

N ow, the fonction 

x-+ j I x - Y l1+f (1 qo(x, Y) 1
2 + 1 qo(Y, x) l

2)dy 
yElR 

is 1-periodical, hence : 

r j IX - y 11+f (1 q;(x, y) 12 + 1 q;(Y, x) 12)dx dy 
j :cE[O,l) yElR. 

<Ca-if. 

Thus we obtain that outside the diagonal x = y, p(x, y) is a locally square-integrable 
fonction such that : 

(20) / r I X - y 11+f (1 p(x, y) 1
2 + 1 p(y, x) l

2)dx dy < +oo. 
j :cE(O,l),yElR 

Now, we prove that q0 is locally in Lro (IR x IR) for some r0 > 2 : we know that 'Pat E 
L2((1+ 1 x l)1+fdx) and 'Pa E Hf', hence "Pa E Lr(dx) for i = ½-E' (we suppose e' < ½) ; 
we obtain by interpolation "Pa E Lu((l+ 1 X l)8<1+f)dx) for O < 0 < 1 and ¼ = 128 + r 
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We fix O so that 0(1 + E) > 1 and fix ro such that 2 < r 0 < a and :a 0(1 + E) > 1. For a 
fixed compact set K, we get: 

J { 1 t/Jo(x-k) r0 i ;/Jo(y-k) r0 dxdy 
JKxK 

hence: 

We have that uj<O ai K = K is bounded, hence compact, so that for j < 0 

hence 

J { 1 qJ(x,y) 1
2 dxdy = J 1. . l qo(x,y) 1

2 dxdy 
JKxK aJKXa'K 

J { 1 p(x,y) 12 dxdy < +oo. 
JKxK 

We may apply theorem 1 to Po and thus prove the existence of shift-invariant dual Riesz 
bases for V0 and V0 with basic fonctions in L2 ((1+ lx 1)1+edx). 

The converse implication (15) => (16) is easy. Let P 1 be the projection operator onto 
V1 in direction of V f and Po the projection operator onto V0 in direction of V/. Then 
P1 - Po = Qo is itself a projection operator (we have P1 o Po = Po since Vo C Vi and 
Poo P1 = Po since Vo c V1) and we may apply (due to (15.1)) theorem 1 to Qo. Hence 
V1 n V/ = RanQ 0 and V1 n V/ = (KerQ 0)l. have dual Riesz bases (t/Ja:(x - k)) and 
(;/;a(x - k)) with t/)0 , ;/;o: in L 2 ((1+ 1 x j1+e dx). In particular, we have 

D 

L L I< t/Jo I ps(ax - k) >I< +oo, 
ô=l kE7t 

hence 
D 

Il t/Jo: IIH•'::; LLa I< t/Jo: 1 pô(ax-k) >Ill <p5(ax-k) IIH•'< +oo 
5=1 k 

and t/Jo belongs to H1;2+e,ë (and ;/;o: as well). By construction, we have 
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(where 'fPcx,j,k = ail 2 '1/J0 (aix - k) and ,J;/3,l,p = all 2 ,J;13(aex - p)) 

and (due to (15.4)) 

A 

N~~oo Il f - L L L < f \ -Jcx,i,k > "Pcx,i,k ll2= 0 for all f E L
2

• 

lil~N a=l kE1.l 

In order to prove that (1/Ja,j,k) and (J0 ,,-,k) are dual Riesz bases of L2(IR), we just have to 
prove that they are almost orthonormal families. It is enough to show that J 'I/J0 dx = 0 

and f ,J;0 dx = 0, and then to apply the vaguelettes lemma. 

LEMMA 7. - Let 1/J belong to H 112+f.,f.' for some positive E and E'. Then for ail f E L 2
, 

We just have to notice that the family ( 1/J ( x - k)) is almost orthonormal, as well as 
(X[o,11(x - k)). The family of operators (R,-)ie1.l, defined by 

Rif= Lai< f \ '1/J(aix-k) > X[o,11(aix- k) 
kE1.l 

is then equicontinuous on L2 (1R). Thus, it is enough to prove the convergence only for a 
dense subset of L 2 • We have seen that there exist u >2 and T/ > 0 such that 1/J belongs to 
Lu((l+ \ x \1+'1 dx) ; thus we may write: 

\ R,-f(x) !::; 
I:ke7.l Il 1P IILO'((l+l:z:11+'1)dx) (J I f I O':l (1+ 1 ai X - k n-O'.:l (l+ 71)aidx) l-¼ X[o,11(aix -

k) ; 

if we choose u close enough to 2 to ensure CT~l (1 + TJ) > 1, we obtain easily : 

where M is the Hardy-Littlewood maximal fonction ; but we have : 

( . h 2(u - 1) h ) w1t --'----'- > 1, ence : 
u 

hence we may apply dominated convergence to conclude that when f E C~ the pointwise 
convergence of Rif to (f 1/J dx)f (which is obvious since I x 1° 1/J E L 1 for some positive o:) 
implies the L 2 convergence of R3·f to (f 1/J dx)f. ■ 
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To end the proof of theorem 2, we just apply lem.ma 7 to f = (Ï;0 and t/J = t/Jo. to 
conclude, since < 'iflo., t/Jcx,j,k >= 0 for any j > 0 and k E 'Il, that (f 'f/,,0 dx)'iflo. = O, hence 

J t/)0 dx = O. By the same way, we have J ,'f;0 dx = 0 and theorem 2 is proved. ■ 
Of course, we may have a more precise description of the shift-invariant Riesz bases 

by mean of proposition 1 : 

PROPOSITIÇ>N 2. - In theorem 1, we m?y choose the cps and 'Ps of the same decay as 
the t/Jcx and t/Jo., and conversely t/Jo. and t/Jo. of the same decay as 'Pô and 'Pô, i.e. with 
rapid decay, exponential decay or compact support as described in Proposition 1. In case 
of orthonormal bases (1/Jo. = 'iflo. or 'Pô = cpô), we may choose an associated orthonormal 
basis with the same decay properties. 

3. Definition and examples of multi-resolution analysis. 

The notion of multi-resolution analysis has been introduced by S. Mallat in 1986 
[MALLl] and plays a key part in the construction of wavelet bases. 

DEFINITION 3. - {i) A multi-resolution analysis of L2 (lR) is a sequence (V:;);Ezi of closed 
subspaces of L 2 such that : 

(21.1) 
(22.2) 
(22.3) 

Vj· C V,·+1, njE7L V,-= {O}, UiEZl Vj is dense in L2(lR) 
f EV; # f(2x) E Vj·+1 
Vo has a Riesz basis (cp(x - k))kEZl· 

{ii) Two multi-resolution analyses of L2 (1R) (Vj), (Vj) are said to be bi-orthogonal if we 
have L 2 (lR) = V0 EB V/, tfrus if there is a bounded projector on L2 such that V0 = ran Po 

- ..l and V0 = Ker P0 • 

(iii) A generalized multi-resolution of L 2 (lR) associated to a dilation factor a=~ (p/\q = 1) 
and of multiplicity D is a sequence (V; );EZl of closed subspaces of L 2 such that : 

(22.1) 
(22.2) 
(22.3) 
(22.4) 

V; C V;+i, njE7L V; = {O}, LJ;Ezi Vi is dense in L2 (lR) 
/ E Vj· # f(ax) E V;+1 
Vo has a shift-invariant Riesz basis ('Pô(x- k))i:5s:5D,kE7Z 
V1 is shift-invariant : f E V1 # f ( x - k) E V1. 

(Condition {22.4) is always satisfied if a E lN*). 

We have seen that the hi-orthogonal wavelet bases whose wavelets have enough decay 
and regularity ( t/Jo., (Ï;0 E H l/2+e,e') can be derived from multi-resolution analyses. Now 
let us see some easy examples or counter-examples. 

254 



a) the Journé counter-exa.mple : 

Let E = [- 8
;, -

4
.;) U [ 4;, 

6
;] U [ 2i1r, 3

~"] and 'efJ = XE· We check easily that 
Lke7l'ifJ(e+2k1r) = la. e. andEje7l;/;(2ie) = la. e. i sowegetthat (t/Jj,k = 2il 2 tjJ(2ix­
k))jE7l,kE7l is an orthonormal basîs of L2 • Let Vo = Span('f/;l,k/l < O,k E 1Z). If f belongs 
to Vo, Supp Î is contained in the closure of Ul<O Supp 1,b( tz-), hence in F = [-4;, 4;] 
u [6

;' 
8
.;] u (-1~11"' l~,r] • Now, if Supp Î CF, the fonction C(f, f) = LkE7l I Î(e + 2k,r) 12 

vanishes on 18;, 1~1r] , and V0 cannot have a shift-invariant Riesz basis (though V0 is 
shift-invariant). 

b) the "Littlewood-Paley" Meyer wavelet [LEME] : 
Let <p be a non-negative even C00 function such that Lke?Z <p(e + 2k,r) 2 = 1 and 

Supp cp C [- 4;, 4;] . We claim that the family ( cp ( x - k)) kE7l is an orthonormal basis 
for a space V0 which generates by dyadic dilations a multi-resolution analysis (Vj) (with 
V; = {/(2,-x)/f E V0 }) : the orthonormality of the family (c,o(x - k)) is equivalent to 
LkE7l l 'P(€ + 2k1r) 12= 1 a. e. ; now (21.2) and (21.3) are obvious for (V,·) ; since f E Vj 
implies Supp Î C {ç/ 1 ç 1~ 4;2i}, n;e?Z V,·= {O} ; moreover if Supp Î C {ç/ 1 ç 1~ 2;}, 

we have Î = C(f,c,o)cp, hence f E Vo : thus c,o(J) E V0 (which implies V; C V;+ 1 ) and 
U;e?Z V; is dense in L2 • (Vj) is thus a multi-resolution analysis. 

We may easily compute a wavelet basis associated to (V;) by the following obvious 
lemma: 

LEMMA 8. - IfV is a shift-invariant space with an Hilbertian basis (c,os(z-k)h:95D,kE?Z 
and if (t/Js)i5s5D are fonctions in V, then (1/Js(x - k))i5s5D,kE?Z is an Hilbertian basis of 
V if and only if the correlation matrix M((t/Js), (cps))(ç) is unitary a. e. in e. 

We thus have to compute a fonction t/J with 'efJ = a~cp~ + b~e-i½cp(~) (a,b 2,r-

periodical) such that ( ~~:: 1:~~=)~ l)) :~:j) is unitary. We thus get a very easy 

solution with 

a(e) = -ë(cp, V2cp(2x - 1)) and b(e) = ë(cp, V2cp(2x)), 

which gives : 

'efJ(2r.) = . ~a(2€)cp( r.) + . ~b(2ç)cp( €)e-ie 
v2 v2 

=! {- L cp(2ç + 2k1r)cp(ç + k1r)e-i(e+k1r) + L e-ie<p(2ç + 2k,r)<fa(e + k,r)} <fa(€) 
2 

k k 

= { L cp(ç + 2k,r + 1r)cp(2ç + 4k1r + 2,r)} e-iecp(ç) 
kE7L 

l X ·e =2C(cp,cp(2)){ç + ,r)e-i cp(ç). 

255 



This wavelet 1/; is smooth with 'ifJ C00 and Supp 'ifJ C [- 8
3
,r, - 2

3,r] U [ 2
3
,r, 8;] and generates 

a Hilbertian basis of L 2 (IR) (zi/ 21/;(Zix - k));E7Z,kE7Z• 

c) The "Littlewood-Paley" David wavelet [MEY1] : 
G. David slightly modified Meyer's construction to provide a Hilbertian basis 

for a = 1 + ~ with J C00 and compactly supported. Let ip be a non-negative C00 even 
fonction such that I: 1 c,&(€ + 2br) 1

2= 1 and Supp cp C [- ~:$î7f, ~:$î7f]. Then the 
family (cp(x-k})kE7Z is orthonormal and any f E L 2 such that Supp Î C [ 2-;;~ 1 1r, 2~ 1 71"] 

satisfies Î = C(f,cp)cp. 

We now define a multi-resolution analysis (V;) by : a Hilbertian basis of V; is given 
by (ail 2 y'mcp(aimx- k))kE7Z ; in particular a basis of Vo is given by { y'mcp(mx - k))kE7Z 
(and the multiplicity of V0 is therefore m) and a basis of V1 is given by (Jm + lcp((m + 
1) x - k)) kE7Z ( and the multiplicity of V1 is m + 1). We may easily compute a wavelet basis 
associated to (V;) : the wavelet 1/; is given by 

;j; = t C('ljJ, Jm + lcp((m + l)x - k)) l ip( ç )e-ik¼i 
k=O Jm+l m+ 1 

where the vector 

{C(1/;, Jm + lcp((m + l)x - k))(E)} 
0:5k:5m 

is the unique vector that completes the matrix 

in SU(m + 1). Of course the wavelet 1/; is C00
, has its support contained in 

[ 
2( m + 1) 

2 
2m l [ 2m 2 ( m + 1 )

2 l -----11" ---11" u ---7f ----7f 
m(2m + 1) ' 2m + 1 2m+ 1 'm(2m + 1) 

and generates a Hilbertian basis (ail 21/;(ai x - k));E7Z,kE7Z of L2(1R). 

4. Non-existence of regular wavelets for the Hardy space H( 2 ). 

The Meyer wavelet may be viewed as a smoothened version of the "Littlewood-Paley­
Shannon" wavelet 1/; defined by: 

(23) 
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It is very easy to check that for such a wavelet tf;, we have 

L I tÎJ(f. + 2hr) 1
2= L I tÎ;(zi f.) 12= 1 a. e. 

kE7l, jE7l, 

and therefore that (2il 2tf;(2i x - k));E7l,,kE7l, is a Hilbertian basis of L2 (lR). 
We may define as well a Littlewood-Paley-Shannon wavelet for the space H( 2) = {f E 

L 2 /Supp Î C [O, +ool} of analytical signals, by defining : 

(24) 

Then the family (2il 2tf;(2ix - k))jE7l,,kE7l, is an Hilbertian basis of H( 2). Avery natural 
question is then to ask whether there is a smoothened version of the wavelet tf;. The answer 
was proved to be negative by P. Auscher in 1992 [AUS2]. The proof follows another proof 
by P. G. Lemarié-Rieusset [LEMS] of the existence of multi-resolution analyses associated 
to regular wavelets. 

THEOREM 3 (Auscher's theorem). - There is no wavelet tf; E H( 2) n He. e.' {for some 
€ > 1/2 and some l > 0) so that (2il 2tf;(2i x - k)) is an Hilbertian basis of IÎ(2). 

Proof. The proof begins by a discrete version of the result of C. K. Chui and X. Shi quoted 
in theorem 1 of the preceding chapter. 

LEMMA 9. - Let tf; E L 2 (JR) be such tha.t: 

(i) the family ( t/J;,k = 2il 2 t/) (2i x - k)) is orthonormal ; 
(ii) the closed linea.r span V0 of the t/Jt.,k, l < O, k E 71., is shift-inva.riant : f E V0 # 

f(x-1) E Vo. 

Then we have : 

(25) \If E Vo, Il f Ili= L 2t. L I< f 12tf 2t/J(2t.(x - k)) >12 • 

t<O kE7l, 

The meaning of formula (25) is the following one : the orthogonal projection operator 
Po from L2 onto V0 is shift-invariant. It can be written as 

Pof = L L < f I t/J;,k > t/J;,k 
j<O kE7l, 

but the shift-invariance is hidden in this formula ; formula (25) gives 

Pof = L 2t. L < f j 2t/ 2t/J(2t.(x...: k)) > 2t/ 2 t/)(2t(x - k)), 
t.<O kE7l, 
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so that the shift-invariance is clearly expressed. The proof of lemma 9 is analog to the 
proof of the Chui-Shi result. We see easily that for any f E L 2 we have : 

if 

and 

then: 

L 2l L I< f 1 2ll 2tf-,(2l(x - k)) >l2s Pol Ili : 
l<O kE:ll 

Ql = L < f I t/Jt,k > 'fPl,k 
kE:zt; 

-1 2N -1 -1 

L 2l L I< f 1 2lf 2 tf-,(2l(x - k) >12= 2~ L L Il TrQeT-rf llisll Po/ Ili 
-N kEZ r=O l=-N 

{since Lt<O II rrQerrf Ili= Le<o Il Qerrf lli=II Porri 11;=1] rrPof lli=II Pof Ili) ; thus 
lemma 9 is proved if we prove that for a dense subset of L 2 we have 

This is easily done for f such that Supp Î is compact and O f/. Supp / : we saw that if 
cp = 1 on Supp / and O f/. Supp cp, then, for f.. < 0 : 

hence: 

Il Pof Il~ - f 2' 
2Î:1 

Il r,Q,r_,f Ili~ C -f' r' f 1 \Ô{€} 121 ~(r'E) 12 dE 
-N r=O -oo 

and this majoration goes to O as N goes to +oo. ■ 

LEMMA 10. - Under the hypotheses of Jemma 9, we have: 

{26) For almost all e, L L l 1fa(2t(e + 2k7r) 1
2= 0 or is ~ 1. 

l?_l kEZ 

Lemma 10 is an easy consequence of lemma 9. We write, due to formula (25) and the 
Poisson summation formula : 

V/ E Vo, i(e) = L (I: i(e + 2k1r)J(2t(e + 2k1r))) ,};(2ee) a.e. 
l?_l kE:zt; 

258 



hence: 

2 

L I Î(E + 2k1r) 12 = L L Î(E + 2k1r)J(2l(E + 2k1r) 
kEZ l~l kEZ 

by the Cauchy-Schwarz inequality. Letting Î = ~(2l€) and summing on l gives 

and proves lem.ma 10. ■ 

LEMMA 11. - Let 1P belong to HE,E' for some e > 1/2 and e' > O. Then 

L L 1 ~(2l(E + 2k1r) 12 
l~l kEZ 

defines a continuous fonction outside Erom 21r'll. 

As a matter of fact, we know (by the proof of the vaguelettes lem.ma) that for some 
positive a and some 17 > 1/2 we have 1 € la/2 ~ E H 11• Hence we obtain 

now if 

L I Ç + 2k1r lal ~(ç + 2k1r) l2 E H 11 ; 

kEZ 

A(.= LJ [e + 2k1r, 21r - e + 2k1r], 
kEZ 

we have for l > 1 and € tJ. A(. : 

L 1 ~(2l(E + 2k1r) 12 ~ (2le)-a L 12l(E + 2k1r) 1a1 ~(2l(E + 2k1r) 12 

kEZ kEZ 

~ (2le)-a Il L l 11 + 2k1r lal ~(17 + 2k1r) l2 lloo 
kEZ 

and lemma 11 is obvions. ■ 

Thus if 1P satisfies the hypotheses of lemma 9 and if moreover 1P E HE,E' ( e > 1/2, e' > 
0), we must have 

L L 1 ~(2l(€ + 2k1r) 1
2

~ 1 for € t/. 21r'll 
l~l kEZ 
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but 12

,r L L 1 ~(2t(e + 2k1r)) 12 dç = (L2-l) J+oo 1 ~(E) I= 21r, 
O l~l kE71: l~l -oo 

hence we get : 

L L 1 ~(2l( e + 2k1r) 1
2= 1 for e €f. 21r'll. 

l~l kE71: 

Therefore, the Cauchy-Schwarz inequalities used for j = ~(2te) on the proof of lem.ma 10 
were equalities, which means that for almost all E the vectors 

are proportional one to each other when l runs through lN* ; thus the fonction 

(where l depends on e and is chosen such that EkEZl 1 ~(2l(e + 2k7r) 12 > 0) doesn't 
depend on the choice of l. Moreover we have for all l > 1, 

1 ~(2te) 12= u(e) L 1,J;(2t(e + 2k1r) 12 , 

kE71: 

hence formula ( 26) gives 

U(E) = L 1 ~(2te) 1
2 fore €f. 21r'll. 

l~l 

Now, we have 
U(ç) =I ~(2ç) 12 +U(2ç), 

hence 

U(2ç) = U(ç) (1-L j 1,b(2ç + 4k1r) 12) = U(ç) L l ~(2ç + 2,r + 4k1r) 12 • 

kE71: kEZl 

Let 

O(ç) = L 1 ~(2ç + 27l" + 4k1r) 12 
; 

kEZl 

we have the following properties for O : 

(27.1) (} E HE ( e > 1/2) and 0 < 0 < 1 
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(27.2) O(ç) +O(ç+1r) = 1 and O is 21r-periodical. 

(27.3) U(2€) = O(ç)U(ç) and U(ç) = L 1 ~(2le) 1
2 

• 

l~l 

We may define V(ç) = II~ O(f;). If 0(0) < 1, v(e) = 0 and if 0(0) = 1, V(ç) is continuous 
and V(O) = 1. Moreover we have: 

this is done by recurrence on N since that for any 2N ,r-periodical fonction f we have: 

Since 

we have 

and then 

t.:·. f(€)6(2t) d€ = fN+>' !(€)0 Ct) d€ = 

fN' !(€) (0(2t l + D(2t Hl) d€ = f:~•,: !(€)d€. 

X(-2Nr,2Nri(€l Il Oc~) ---> V(€) for ail€ as N---> +oo, 
J=l 

j
+oo 

_

00 

V(ç)dç < 21r 

fo+oo V(ç)dç < 21r 

(since V= 0 or V(O) = 1 and hence J~
00 

V(ç)dç > 0). But this is absurd since O :5 U(ç) < 
V(ç) and 
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Chapter 4 

THE THEORY OF SCALING FILTERS 

We have seen in the preceding chapter that hi-orthogonal wavelet bases ( "Pf,k = 
2fl 2 t/)(2fx - k));e7l,kE7l and (t/JJ,k = 2fl 2 t/)*(2ix - k))jE7l,kE7l with regular and local­
ized wavelets t/J, t/J* are always provided by multi-resolution analyses. Therefore, before 
the construction of the wavelet bases which are now commonly used in wavelet theory 
(we will do this construction in the next chapter), we will describe some properties of 
multi-resolution analyses, and especially the properties of the so-called scaling functions 
and scaling B.lters. We will pay a particular interest to the compactly supported scaling 
fonctions, because such fonctions provide compactly supported wavelet bases ( as we will 
see in the next chapter) and fast numerical algorithms (as we will see in chapter 8). 

1. Multiresolution analysis, scaling functions and scaling filters. 

We fi.rst recall the defi.nition of a multi-resolution analysis : 

DEFINITION 1. - A multi-resolution analysis of L 2 (1R) is a sequence of closed Jinear 
subspaces (V;);e7l of L2 (1R) such that: 

(1.1) V; C V;+1, n.iEZ?: V,· = {O}, U;e11: V; is dense in L 2 (IR) 
(1.2) f EV; {:} / (2x) E V;+ 1 (dilation invariance) 
(1.3) Vo has a shift-invariant Riesz basis (cp(x - k))ke7l (shift-invariance). 

The fonction cp in (1.3) is called a scaling fonction for (V;). A multi-resolution analysis is 
called f.-localized if one ma.y choose its scaling function in L 2 (1 x 12€ dx) (where f. > ½) ; it 
is called regular if one ma.y choose its scaling fonction with rapid decay (cp E L2 (1 x lk dx) 
for all k E 1N). 

We will say that a fonction cp in L2 (1R) is an f.-localized scaling fonction (or a regular 
scaling fonction) if there exists a multi-resolution analysis (V;) such that cp is a scaling 
fonction for (V;) and if moreover cp belongs to L2 (1 x 12 € dx) (or has rapid decay). This 
multi-resolution analysis is then uniquely defi.ned by V0 = Span(cp(x - k), k E 7l) and 
V;= {f(2fx)/f E Vo}. 

LEMMA 1. - Let cp E L2 (1R) and f. > ½-Then cp is an e-localized scaling function if and 
only if cp satisfi.es the following three requirements : 
(i) cp E L 2 (1 x 1

2
1; dx) ; 

(ii) The family (cp(x - k))kE7l is a Riesz basis for Span(cp(x - k), k E 7l) ; 
(iii) There exists a sequence (ak)ke11: E l 2 (7l) such that: 
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(2) 'P (½) = LkE7l akcp(x - k) (two-scale difference equation). 

Moreover, these three requirements are satisfi.ed if and only if: 

(j) 
(jj) 

(jjj) 

<p E Hf; 

inf LkE7l I sô(e + 2k1r) 12> 0; 
eem. 
There exists a 21r-periodical fonction mo(ç) E Hf(JR/21r1Z) such that: 

(3) 

Proof. The eqnivalence between (i), (ii), (iii) and (j), (jj), (jjj) is obvions: we have proved 
in the preceding chapter (lemma 2) that for/ and g in L2((1+ 1 x l)2Edx) the series 

cu,u) = I: Î(e + 2k1r)5(e + 2k1r) 
kE7l 

converges nniformly on [o, 21r] on a fonction belonging to Hf(JR/21r1Z) (if e > ½) ; since 

the eqnivalence is obvions. 
If cp is an e-localized scaling fonction, it satisfies (i), (ii), by definition and (iii) because 

of the inclusion V-1 C Vo. Conversely, if cp satisfies (i), (ii) and (iii), we have to prove that 

(V; = Span(cp(2i x - k)/k E 2Z));e:,i; 

is a mnlti-resolntion analysis. The dilation or shift invariance properties for (V;) are 
obvions by definition of the V; ; the inclusion V; C V;+ 1 follows from cp (;) E Vo, Thus we 
jnst have to prove that n V; = { 0} and UV; is dense. 

By (ii), we know that there exists two positive constants A, B such that : 

• for all / E L 2 and all NE 2Z : L I< f I 2Nf 2 cp(2N x - k) >12 ::; A Il / Il~ ; 
kE7l 

• for all / E njE7l V,· and all NE 7Z : L I< f 12Nf 2tp(2N X - k) >12> B Il / Il~ . 
kE7l 

Now if there were some / E niE7l V; such that f =/-O, we could approximate f by a 
function w E C~ such that 
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But 

and this last term goes to O as N goes to -oo. Thus nV; = {O}. 
The density of UV; is almost obvious. We begin by proving that f 'P dx i- 0 : the 

fonction mo satis:fies I mo(O) I< 1 since 

since m0 E He.('m./21r'll) with e > 1/2 and is therefore Holderian, the infinite product 
Il~1 1 mo( f,-) 1 converges to a finite limit for all e ; now we have 

N oo 

1 cp(ç) I= TI I mo(2~) l · l <f;(2~) l=l p(O) I IT I mo(2~-) l; 
j=l j=l 

thus <f;(O) i- O. But V = U;e:T.ü V; is a closed subspace of L 2 which is invariant under 

any translation f; (k E 'Il, j E 'Il), hence under any real translation ; hence V = {f E 

L2 /Supp Î CE} for some measurable set E. This set E is invariant under dyadic dilations 

and contains a neighborhood of O (since p(O) #-0), hence E = 1R and UV,· = L2
• ■ 

DEFINITION 2. - A 21r-periodical function m 0 E He.(lR/21r'll) (where e > ½) is called an 
(e-localized) scaling Blter if there is an e-localized scaling fonction 'P such that $(2ê) = 
mo(ê)<f;(ê). 

LEMMA 2. - Let 'P be an e-localized scaling fonction and m0 its scaling fi.lter. Then 
<f;(O) i- 0, mo(O) = 1 and 

(4) 

This lemma is obvions since we know already that <f;(O) i- O. ■ 

Remark. - If O(ç) is a measurable fonction such that SupplJ C {-2,-1] U [1,2] 
and such that à < {} < Con [-2,-1] U [1,2] for a positive constant C and if µ(ê) = 
E;e:T.ü lJ(2i e), and if cp is an e-localized scaling fonction, we define w by w = µ( ç)<p ; then 
w is a scaling fonction for some multi-resolution analysis of L2 (m.) and w has the same 
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scaling filter as cp ; but formula (4) can be applied only to cp. The knowledge of the scaling 
filter gives the knowledge of the scaling fonction only if the scaling fonction is E-localized. ■ 

2. Properties of the scaling filters. 

In 1990, A. Cohen [COH) has given an useful criterion to characterize the scaling 
filters among the fonctions in H1:.(lR/27r'll) (E > ½)-

THEOREM 1. - Let E > ½ and mo E H1:.(lR/21r'll) such that mo(O) = 1. Define the 
function ,p and the operator T by : 

(5.1) 

(where c0 (1R/21r2l) is the Banach space of 27r-periodical continuous functions, equipped 
with the norm Il • 1100 ). Then ,p is the Fourier transform of an E-localized scaling fonction 
cp if and only if m 0 satisfies the following requirements : 

(i) sup Il Tn(l) lloo< +oo ; 
nEN 

(ii) ( A. Cohen 's criterion) : there exists a compact set K which is a finite union of closed 
intervals and such tha.t : 

(5.1) 

(5.2) 

L XK(e + 2k1f) = 1 a. e. 
kEZ 

Ye E K, \/j E lN*, mo ( 2~) # O. 

Proof. If cp is an E-localized scaling function, we call "Y the auto-correlation function 

,.,(e) = c(cp,cp)(e) = L l $(e+2k'lf) 12 ; 

kEZ 

we know that the series converges uniformly on any compact set of 1R ( sin ce rp E 
L2 (1 x 121:. dx)) and that 'Y is bounded by below ('Y(€) > Co for a positive constant Co) 
since (cp(x - k))kez is a Riesz basis. Because of the relationship $(2€) = mo(e),p(ç), we 
have 

"Y(€)= LI mo(S. +k7r) 1
2

1 'P(¾ +k7r) 1
2 

kEZ 
2 

=I mo(¾) 12 'Y(¾)+ 1 mo(¾ + 1r) 12 1'(¾ + 1r), 
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hence Tb)= 1 ; Tisa positive operator (! :5 g =;- Tf :5 Tg), and we may conclude from 
T(ï) = ï and 1 < inf \{ri)ï(€) that 

'IER 

hence 
Il Tn(l) lloo< _li "Y lloo • 

mf ï(11) 
17 ER 

(i) is thus proved. Moreover for all ç E [0,21r], ï(ç) > O, hence we may find a number 
k ( €) E 'Il such that cp ( € + 2k ( €)1r) =/= 0 ; sin ce cp is continuous, we may also fi.nd a positive 
number a(€) such that for all 17 E (€+2k(€)1r-a(€), €+2k(ç),r+a( €)), <j,(77) =/= 0 (and hence 
for all j E JN*, mo ( i, ) =/= 0). We have obtained an open covering ( € - a(€), €+ex(€)) ee[o,21!"] 
of the compact set [O, 21r] and we may easily construct K with help of a finite subcovering. 
Thus, point (ii) is proved. 

Conversely, let's assume that (i) and (ii) are satisfied. We choose a compact set K 
satisfying (5.1) and (5.2). The infinite product Il~mo(f,,) converges uniformly on any 
compact set of 1R and thus cp is a continuous fonction ; moreover, since <p doesn't vanish 
on K, inf 1 <j,( €) I> O, and therefore 

eeK 

We want to prove that ess. sup LkE7.l I cp( € + 2k1r) 12 is finite. Let's define H as the space 
eEm. 

H = {f E L 2 
/ 2::: 1 f(ç + 2k1r) J2 E L00

} 

kE7.l 

equipped with the norm 

Il f l!H=II (:E I f(ç + 2k1r) 12)112 lloo 
kE7.l 

and defi.ne on H the operator S by 

(which is bounded from H to H) and V by 

V!(€)= (:E I f(ç + 2k1r) !2 )
112 

kE7Z 
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(a bounded sublinear operator from H to L 00 (1R/21r7Z)). Then we have the inequality : 

(6) 

which is easily proved by induction on n : just check that if f EH and g E c0 (JR/21r7Z) 
satisfy V/(€) 2 < g(€) a. e. then VS/(€) 2 < Tg(€) a. e. Now we choose w E C~(JR) with 
w(O) = 1, then snw = Tii=l mo( fr )w( f,.) converges to cp pointwise and in the distribution 
sense. We have 

I: 1 snw(e + 2k1r) 12 <11 w 111.r Tn(l)(€) ; 
kE:lli 

by Fatou's lemma we get 

Now, let's suppose that mo E HE{JR/2,r7Z), t > 1/2 : we want to show that cp E 
H"(JR). We first notice that : 

(7) 

Now we will deal with the cases: 1/2 < t < 1, € E lN*, t = k+ a (k ~ 1, 0 <a< 1) 

• for 1/2 < E < 1, we want to show that f f I cf;(€) - cf>(€ + 11) 12 1:fi!t is finite ; by 

Fatou's lemma, it is enough to show that sup f f I snw(€) - snw(€ + 11) 1 
1
dpi~e < +oo 

n q 

but 

{J J I snw(Ç) - snw(Ç + n) 12 1 :~fZ2,} t/2 

< t, {J Jîi-, 1 m,/!nl 12I mo(!)-mo(€!nl I' 

l 

fI · 1 mo( ;e) 121 w(2:) 12 
1 !~f:2t:} 

2 

l=3+l 

l 

{ / / rrn € + 11 2 € € + 11 2 d€ drt } 
2 

+ · 
1 

1 mo(~) 1 1 w(2n)-w(~) 1 l '1111+2t: 

< sup Il TP(l) 11~2 {t2f(1-2t:) [/ f I mo(€) - mo(€ + fl) 12I sn-iw(€) 12 d€ dt7 ] ½ 
pEN . i=l 117 11+2e 
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+2•<1
-

2
') [/ j I w(Ç) -w(ç+ '1) I' I !~1:,J} 

~ sup Il TP(l) 11~2 {t 2i(l-2e) li s3-tw IIH 
pEN j=l 

[1 1 2 dç drJ ] t/2 
1 mo(ç) - mo(ç + 77) 1 1 11+2e 

0:5(52,r 11EJR rJ 

+2•(1-2<) [/ f I w(Ç) -w(Ç + '1) I' dÇ l '1 ~;+,, r} 
< C {~ 2;(1-2e) + 2n(l-2e)} < 20 < +oo. 
- L.., - 1 _ 21-2e 

j=l 

•for€= k, k E lN*, we define me as (fe)tmo and St as Sef = me({)J(f) : for l < k, St 
is bounded from H to H and from L 2 to L 2 , for l = k, S1c is bounded from H to L2 • We 
write moreover fort E ]Nk and n E lN, a:n,t = E~=l ôn,t.; ; then we have 

for j < L, Ei 8;,t; < k, hence II m'°' 6. t· lloo~ C II mo llak ; using this estimate, inequality 
L.., J, " 

(7) and Il mE 6L,t, IILZ(JR/21r?J;)~II m0 llak, we get : 

and 

sup Il 
o:5p:5k 

Now (fe)ksnw ~ (fe?P in 1)1, thus (fe)kp is square-integrable and p E Hk. We obtain 
moreover: 
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•for€= k + a, k > 1, 0 <a< 1, we have to show that 

is finite. This is done in the very same way as for the case ½ < € < 1, using the fact that 

for i < L we have Ej = E~ ô;,e.. < k, hence 

and that if EL= E ÔL,t; < k then mEL is bounded; the only term to discuss is then: 

J J (½)2Lk ):( 1 mo( €; 11
) 1

2
1 m•( \i;, 11

) 1
2

1 \Ô( €;, 11
) - \8(2~) 1

2 d€ l '1 f:'+20 

<Il TL- 1(1) lloo (½)2Lk-L+2aL J J I mk(e + 11) 121 sô(e + 11) - sô(e) 12 dç l 11 f~2a 

~Il TL- 1 (1) lloo (½)L(2k+
2

a-l) Il mk IIL2 (JR/2,r71;) f Il V(cp(• + 11) - cp(·)) Il~ 1
17 

f~2a j 

but for O < (J and a < 1 < 1 we have 

Il V(cp(• + 11) - cp(·)) lloo ~ Ce Il cp(• + 11) - sô(·) IIHe+i/2 

< Ce,7 Il cp(·) l1HB+-r+1/2 inf(l, l 11 17 ) ; 

if a < Î' we may choose fJ and 1 such that fJ + 1 + 1/2 = 1 and we already know that 
cp E H , thus we have cp E Hk+a ; if ½ ~ a < 1, we may choose (J and ï such that 
fJ + 1 + ½ < ½ and we have just proved that cp E H 8+7+ 1/ 2 , so cp E Hk+at. 

We thus have proved that cp E He, inf LkE71; I cp(ç + 2k1r) 12 > 0 and cp(2€) = 
{ElR 

mo(ç)cp(ç). By lemma 1, cp is an E-localized scaling fonction and theorem 1 is proved. ■ 

Theorem 1 shows that for m 0 E HE(IR/2,r7l) (€ > 1/2) to be a scaling filter, a 
necessary and sufficient condition is that m 0 (0) = 1, m 0 satisfies the Cohen criterion and 
the operator T satisfies sup Il rn(l) lloo< +oo. But we can describe more properties on 

nEN 
T and hence on cp. The following theorem is a simplified version of the analysis of the 
operator T by L. Hervé [HER). 

THEOREM 2 (The first regularity theorem). - Let € > ½ and mo E HE(JR/21r7l) be a 
scaling fi.Jter. Let cp be the scaling fonction ( deB.ned by ( 5.1)) and T the transition operator 
(defined by (5.2)) associated to m0 • Let a E (O,inf(€- l/2,1)) and C 0 (IR/21r7l) be the 
space of 2,r-periodical continuous fonctions which are Holderian of exponant a (with norm 
· 11 f llca=II f lloo +sup l/~~t"JiY)I). Then: 

x::fiy 
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(i) mo(1r) = 0 and T leaves invariant the space Ecx = {f E ccx / f (0) = O}. 
(ii) The spectral radius Pa of T on Ecx is Jess than 1. 

ln..L 
(iii) cp belongs to the Sobolev space Hu for aJJ a < ~. 
(iv) (The convergence lemma): Let On be defi.ned by Ôn(€) = Tii=l mo(z})X[-1r,irJ(f..-). 

ln--L 
Then On -+ cp in Hu as n -+ +oo for aJJ a < 2t~~ • 

Proof. We :6.rst prove that for g E c0 (lR./21r7.l) the fonctions 

converge to g(0)$ in L 2 as n -+ +oo. We choose a compact set K satisfying Cohen's 
criterion (5.1) and (5.2) and such that 0 belongs to the interior set of K (which can always 
be done since mo(O) = 1). Then 

converges pointwise to g(O)$ as n -+ +oo and is dominated by Il g lloo inA~~'l)I ; 
>1EK 

thus 1n -+ g(0)$ in L2 as n -+ +oo. Now fix ri such that [-17, 11] C K, w E C~ 
with suppw C [-71,77] and w(O) = 1 and define O as 0(€) = LkE7lw(ç + 2k1r). Then 
T/n = g( f,.-) Tii=l mo( z} )w( f,.-) -+ g(O)$ in L2 as n -+ +oo (by dominated convergence 
again), while 

Il T/n - ''fn 112=11 (0( 2:) - l)ïn ll2=1] (0( 2:) -1).:Yn ]12 

(by (5.1)) and thus 

The equality mo(1r) = 0 is obvious : we know that LkE7Z 1 $(1r + 2k1r) 12 > 0, hence 
$(1r + 2ko1r) =/:. for some ko E 7.l, and 

N-1 

$(2N(1r+2k 0 1r)) = IJ mo(2i(1r+2ko1r))$(1r+2ko1r)) = mo(1r)$(1r+2ko1r) 
j=O 

(since mo(0) = 1). Now, cp E L 1 , hence $(€) -+ 0 as ç-+ +oo and we get m 0 (1r) = O. 
Since a < e - ½, we know that m0 E ccx(IR/21r7l), hence T is a bounded operator on 
ccx(IR/21r7.l). Moreover 

T f(O) =I mo(O) 12 f(O)+ 1 mo(1r) 12 /(1r) = f (0), 

hence T keeps Ecx invariant. 
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We will now prove that the operators Tn, n E 1N, are equicontinuous on co: (1R/211"2l). 
We already know that Il Tn f lloo:5II Tn(l) llooll f lloo. Moreover if Âhf = f(ç + h) - f( ç), 

ç ç ç 
Smf = m(2)/(ç) + m( 2 + 1r)/(2) and 'fhf = f(ç + h), 

we have the identity : 

hence 
n 

ÂhTnf = TnÂhJ2nf + "'5:,Ti-IsA,.12ilmol 2'Th/2if, 
i=l 

and writing Ill f Ill for sup lf(x)-f(y)I , Ojz-yja l 
x#;y 

Ill Tn f llla<II Tn(l) lloo Ill {n~la + t Il Ti- 1(1) lloo 21111 ;.~ 12111
0: Il f lloo 

j=l 

and thus, for a constant C0 , 

(9) 

Now let Wa be a non-negative fonction in ca(JR/211"7.l) such that Wa vanishes only at 
0(mod211") and such that w(ç) ~I ç I°' in the neighborhood of O. Then for any f E Ea, we 
have (for some constant Co:, which doesn't depend on f) : 

(10) 1 /(€) l:5 Ca(III f lllo: + 11 f lloo)wo:(€). 
Moreover, the set (Tnwa)neN is bounded in ca(1R/211"2l), hence is relatively compact in 
C0 (1R/211"7l) by the Ascoli theorem. Thus we may find a subsequence (Tn"wo:) converging 
in C0 (1R/211"7l) to a non-negative fonction w. But we have 

1
2,r j ,r2n1c n1c e ç 

w(ç)dç = lim II I mo(-
2

.) 12 wa(-;-)dç = wo:(O) Il ip Ili= O, 
0 n1c -+oo -,r2n1c . 

1 
3 2 k ,= 

hence w = O. Hence for all positive rJ, we may find an integer no such that Il Tn°wa lloo< 17. 
Then we obtain 

while 

Ill Tno+Pwo: llla:5 Co z!a Ill Tn°Wo: llla +Cori, 

so that if Po is big enough we have : 
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We choose f/ such that 

Ca(2Co + sup Il Tq(l) lloo)f/ < 1/2 ; 
qEN 

we then have proved that we may find an integer N such that 

N 1 T Wac(ç) < 2wac(ç). 

But then we obtain (since by (9) Ill Tn f lllac:S Co(III f Ilia+ Il / lloo)) 

1 TqN !(€) I< Ca(III f Illac+!!/ lloo) ;qwa(e), 

Il T 2
qN f lloo:S Coc(lll f Illac + Il f lloo) Il Wa lloo 

2
;q' 

while 

Ill T 2qN f llla < Co Ill r;;1a Illac+ Co Il TqN f lloo 

( 
Co 1 ) < Co(III f Ilia+ Il f lloo) zqNa + Ca 2q Il Wac lloo , 

hence 

Pa::;; sup (2:/2' 2)2N) < 1. 

tn-L 
It is then easy to show that cp belongs to H" for O < u < ~ 

Il cp 111-... = f (1+ 1 ç 12 )" 1 $(€) 12 dç 

< f 1r I c,ô(ç 12 (1+ 1 ç 12 )" dç + f: (21r2 )" 4crN [ 1 c,ô(ç) 12 dç; 
-11" N=1 l2N- 1 1r-5;1e15;2N1r 

but 

where 
q 

C = sup Il II mo(2 3 €) Il~ 
qEN j=O 

(which, we know, is finite) while for 2N-l,r <l ç I< 2N ,r, 
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hence 
00 

Il rp ll~u~ C 1
(l + L 40-N Il TN (wo) l1L1 (1R/21rzi:)) j 

N=l 

now for any p E (Po, 1) we have 

and the series "' 00
N-l 40-N pN is :finite if and only if 40-< !_ Thus rp E Ho- if 40-< _!__, or 

~ - P Pa 
tn..L 

a<~-
The convergence of On to rp in Ho- is then obvious. We fix again T/ > 0 such 

that 'P doesn't vanish on [-TJ,TJ]. Then I Ôn(e) I< iJtfi)(IT)I on [.-2nTJ,2n'7], and thus 

1 '~" 
X[- 77,77J(f..)0:-+ <pin L2 ((1+ 1 e l2 )o-de) as n-+ +oo. Moreover 

(1 1 ë 12)0- ( e ) < (2 2)o-4no- Wo( f..) + ~ X[-1r,-77)U(77,1r) 2n - 11" • f ( ) , In Wo T 
11:51Tl:51r 

hence 

Il (1- X(-77,77)(2:ne: IIL2((1+1e12 )ude)~ c2no- Il Tn(wo) lli:icm/2,rZI:) 

and this last estimate goes to 0 as n -+ +oo whenever u < ~~:i,~2 • Theorem 2 is proved. ■ 

COROLLARY 1. - Let mo E Hf.(JR/211"'/l) (e > ½) satisfy mo(O) = 1 and Cohen's criterion 
(5.1) and (5.2) and let a E (0,min(e - 1/2, 1)). Then mo is a scaling filter if and only if 
mo(11") = 0 and the spectral radius Po of the transition operator Ton E 0 is Jess than 1. 

Proof. Just write T(l) = 1 + w, where w(O) = O. Hence 

n-1 n-1 

Tn(l) = 1 + L Ti (w) and Il Tn(l) lloo~ 1 + L Il Ti (w) lloo . 
j=O i=O 

But if Po < 1 and p E (Pa, 1), we have 

and thus 
sup Il Tn(l) lloo 
nEN 

if :finite. ■ 
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3. Derivatives and primitives of a regular scaling function. 

By definition, a regular scaling fonction is a scaling fonction with rapid decay (Vk EN, 
xkcp E L 2). A necessary and suffi.dent condition for a scaling fonction cp to be regular is 
then to have some decay ( cp E L 2 ( 1 x 12e dx) for some E > 1 / 2) and to have a smooth 
associated scaling :filter ( m 0 E C00 (1R/21r7.l)). The class of regular scaling fonctions is 
stable under integration or derivation, as shown by the following theorem : 

THEOREM 3. - Let <p be a regula.r scaling function (with cp(O) = 1) and m 0 its scaling 
E.lter. Then : 
(i) the fonction 1 cp defi.ned by : 

(11) 1
:i:+1 

lep= x cp(t)dt 

is a regular scaling function, with Sea.Jing fi.lter lmo ( e) = ( 1±fie) mo( e). 
(ii) Conversely, if for some € > 0, cp belongs to H 1+e or if <p belongs to H 1 and cp1 belongs 

to L2(1 x l3+e dx), then cp1 can be written as: 

(12) cp'(x) = Dcp(x) - Dcp(x - 1) 

where Dcp is a regular scaling function associated to the fi.lter 

2 
Dmo = ·e mo(e). 1 + e-i 

Remark. - We don't have Dlcp = <p but= cp(x+l); this choice for the defi.nitionof D 
and 1 is to ensure < <p1 l 'P2 >=< I<p1 1 Dcp2 > which we will use as an integration-by-part 
formula. ■ 

Prool Formulas (11) and (12) were given by G. Malgouyres in 1990 and are related to the 
well-known infinite product : 

(13) 

The proof of (i) is straightforward. I <p has rapid decay since 

/ 1 x j2kl lcp(x) j2 dx::; / (1+ 1 x 1)2k I cp(x) 12 dx. 

- ·e Moreover, (lep)'= cp(x + 1) - cp(x), hence lep= e'ië 1 r/>, and thus 

- (ée+1) -Icp(2e) = 
2 

mo(ç)lcp(e). 
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Finally, ( I cp( x- k)) kE7Z is a Riesz basis for Span( I cp( x- k)), since if we choose K a compact 
set satisfying Cohen's criterion for$ (and such that O E Int K) then Îrp doesn't vanish on 
K, hence LkE1Z I Îr{;(ç + 2k,r) 1

2 never vanishes. Thus (i) is proved. 

Conversely let's assume that cp E H 1 and that cp1 has enough decay (x312+e:cp1 E L 2 

for some positive e). [If <p belongs to n 1+e:, then by interpolation <p1 has rapid decay.] We 
know that m 0 (,r) = O, hence that 

$(2N (2ko + 1)2,r) = mo(n)$((2ko + l),r) = O, 

so that: 

(14) L cp(x - k) = $(0), 
kE1Z 

hence LkE1Z cp'(x - k) = O. We define Dcp as Dcp(x) = Et:O cp'(x - k) ; then Dcp has 
enough decay : let p E ( ½, ½ + e) and q = ½ + e, then 

+oo 

1
1 oo 1 

= L I x - l j2Pj Dcp(x- l) 12 dx < Lf.2
P 1 1 Dcp(x - l) 12 dx 

l=l O l=l O 

oo 1+00 +oo 
< Ll2P 1 LI cp'(x - k - l) 12 (l+ 1 x - k - l 1)2q+2dx L k + ! 2q+2 

l= 1 O k=O k=O ( ) 

< f: e2p Il xq+lcpl Ili 1.2;+1 < C' li xq+lcpl Ili ; 
l=l 

we control f:00 
I x j2PI Dcp(x) 12 dx in the same way since Dcp(x) = - Lk~-oo cp1(x - k). 

Now, cp1 = Dcp(x) - Dcp(x - 1), hence 

-Moreover, (Dcp(x - k))kE1Z is a Riesz basis of Span(Dcp(x - k)), since Dcp doesn't vanish 
on an.y compact set K satisfying Cohen's criterion for m 0 • Thus Dcp is a p-localized scaling 
fonction ; since its scaling filter belongs to C 00

, Dcp has rapid decay. Theorem 3 is proved. 

COROLLARY 2 (The second regularity theorem). - Let cp be a regular scaling fonction 
and mo its scaling Biter and let N E 1N. Then the following four assertions are equivalent : 
(i) For some positive e, <p E HN+e: ; 
(ii) cp E HN and cp(N) has rapid decay; 
(iii) There exists a regular sca.ling fonction tp such that <p = JN tp ; 
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(iv) m0 has a zero of order N + 1 at 7r(m0 (7r) = ··· = m~N)(7r) = 0) and 

This theorem has been proved by many authors ([RER], [VIMl], [CODl], [EIR]) in 
1991-92. 

Proof. (i)=>(ii) by interpolation, (ii)=>(iii) by the~rem 3 and (iii)=>(i) by the first regularity 
theorem (theorem 2). (iii)=>(iv) is obvious : let T be the transition operator associated to 

'P and mo its scaling filter; mo(ç) ( l+2ée) N = mo(ç) and since mo(7r) = 0 and 1 +é,r = o, 
mo has a zero of order N + 1 at ,r ; moreover 

T(sin2N S. . f) = ( cos S. )2N I mo( S.) 12 (sin S. )2N f( S.) 
2 4 2 4 2 

+(cos(¾+ i))2N I mo(% + ,r) 12 (sin(¾+ i))2N !(% + 1r) 

= (¼)Nsin2N(%rr(f) j 

hence 

Il Tq(sin 2N+2~) lloo= (¼)Nq Il sin2N(~)fq(sin 2~) lloo 

and we already know that 

(by theorem 2). Conversely, let p E JN* and 

then cp E Hu for all <1 < 2t;;2 (we just have to notice that 

as in the pro of of theorem 2). ■ 

The end of this proof can be stated in a more precise way : 

PROPOSITION 1. - Let cp be a regular scaling fonction, m 0 its scaling fi.lter and T its 

transition operator. For p E 1N, define Pp as Pp = lim sup Il Tq ((sin!) 2P) llt(JR/2,r:ll) • 
q-++oo -

Then Pp is non-decreasing (Pp+l :s; Pp) and we have: 
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(i) 
(ii) 
(iii) 

(iv) 

(v) 

Po = 1 and Pp < 1 for p > 1 ; 
(¼)P $ Pp for all p i 
if for some Po, Ppo > (¼)Po then Pp = Ppo for all p > Po ; 

let p = Iim Pp and u = 2!.;\ then <p E H 8 fors< u and <p (J. H 8 fors> u ; 
p-++oo n 

if m 0 is a trigonometric polynomial then <p (J. Hu ; moreover if 

with ~o =f O and aM =f O, where m.0 (€) = }:~ 0 ake-ike satisfi.es m0 (1r) =f O, and if we 
note T the transition operator 

then T keeps invariant the space EM of trigonometric polynomials of degree < M 

(! E EM <=> f = E~-M fke-ike) , the spectral radius p of 'Î' on EM is no Jess than 

1 (p ~ 1) and we have: p = -fo-and u = N - 2t.'/në2 • 

Proof. We already know that Pp< 1 for p ~ 1 by theorem 2. Moreover, 

hence Po= 1. Tisa non-negative operator (f $ g => T f < Tg) and, since 

sin 2P+ 2 S. < sin 2P S. 
2 - 2' 

we have 

hence Pp+l < Pp• Moreover 

where K is a compact set satisfying Cohen's criterion (5.1), (5.2) and O E IntK. But we 
have, for O < s < p 

(15.1) 
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(15.2) 

(let € E (0, f) be such that (-€, €) C K ; if I ç I> €, choose No such that 

and write 
4Nossin2P ç X (_l_) > 4Nossin2P(.:.) > (~)ssin2P(.:.) . 

2No+l K 2No - 2 - 2€ 2 ' 

if I ç I< € then sin2P(½)XK(ç) > (~) 2P). (15.1) and (15.2) give then that fors E (O,p), 
cp E H 8 if and only if EkeN 4sk Il Tk(sin 2

P ½) IIL1 < +oo. In particular if 48 < P1P then 
cp E H 8 and if 48 > ..L, cp r/. H 8

• Points (iii) and (iv) are then straightforward : if 
Pp (tn 1 

) 
Ppo > 4!0 then cp r/. H 8 fors E 2 ;,:i ,Po , thus we must have Pp > Ppo for p > Po and 

thus Pp = Ppo. 

Now, let's suppose that mo is a trigonometric polynomial, mo = ( 1+;-ie) N m0 (ç) 

with mo(1r) =/= 0 and m 0 (ê) = E~o ake-ike with a0 =I= o, aM =I= O. (We may always 
assume that mo has no positive frequencies and that ao =/= O, because replacing mo( ê) 
by éNemo(ê) is equivalent to shifting cp(x) into cp(x + N)). The invariance of EM under 
T is obvious. Moreover 'Î' is a non-negative operator on EM, and we have therefore 
Il fN (f) lloo~II f llooll fN (1) lloo, so that the operator norm of fN on (EM, Il · 1100 ) is 

- - 1/N exactly Il TN (1) 1100 , and p = lim Il TN (1) lloo . We want now to compute 
N-++oo 

But we have for/ E EM, 

hence 

Tq(sin 2N ½) = (~)Nqsin 2N ¾tq(l) j 

on EM all the norms are equivalent (EM if finite dimensional), so that the norms 
Il sin2N !f ll1 and II f lloo are equivalent, and thus 

Il Tq(sin 2N i) IIL~ (!fNq Il fq(l) lloo 
2 4 
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and therefore PN = -fo-. If p = 1, we know that cp (/. HN (if cp belongs to HN, then <p(N) 

has compact support so by corollary 2, mt\ir) = 0; but m~N)(1r) = fJ-iNm 0 (1r) =/-0) so 

u = N, <p (/. Hu and p = ~ = fo-. If p > 1, then PN > ~ hence p = PN = fo-; moreover, 
to prove that <p €f. Hu, we just have to prove the divergence of 

L 4ku Il Tk(sin2N I) Ili~ L 4k(u-N) Il fk(l) lloo, 
kEN kEN 

but Il fk(l) lloo is the operator norm of fk and p is the greatest eigenvalue off, so 
Il fk(l) 1100 > pk and we obtain as a minorant the series 

4. Compactly supported scaling functions. 

We now describe the scaling fonctions which are compactly supported. Let (V; );ez be 
a multi-resolution analysis such that V0 contains non-trivial compactly supported fonctions 
(i.e. fonctions which are of compact support but don't vanish identically). Then we know 
(by lemma 5 ·of the preceding chapter) that we may find compactly supported functions <p 

and w such that ip E Vo, w E L 2 and 

< cp(x - k) 1 w(x) >= ôk,o for all k E 'l.l. 

It follows readily that the family (cp(x - k))kEZ is a Riesz family, hence a Riesz basis of 
V0 and therefore <p is a scaling function for (V;). If h is any compactly supported fonction 
in V0 , we have 

h = L < h I w(x- k) > <p(x - k) 
kEZ 

and all but a fini te number of the coefficients < h I w ( x - k) > are O ; if 

k0 = inf{k/ < h I w(x - k) >=/-O} and k 1 = sup{k/ < h I< w(x - k) >=/-O} 

then 
Inf Supp h = k0 + Inf Supp <p and Sup Supp h = k1 + Sup Supp cp, 

hence the diameter of the support of h is greater than the diameter of the support of cp, 
unless h = À cp(x - k) for some À E C and k E 'l.l. 

DEFINITION 3. - A local multi-resolution analysis is a multi-resolution analysis (V;) 
such that V0 contains non-trivial compactly supported fonctions. A fondamental scaling 
fonction is a compactly supported fonction cp which belongs to the space V0 of a (local) 
multi-resolution ana.lysis (V;) and which ·has a support of minimal diameter among the 
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non-trivial compactly supported fonctions of Vo. A fondamental scaling fi.lter is a scaling 
fi.lter associated to a fondamental scaling fonction. 

If cp is a fondamental scaling fonction for (V;), then any compactly supported fonction 
h in V0 can be written as a fini te linear combination of the cp ( x - k), k E 'D.i ; equivalently h 
can be written as the product of <p by a trigonometric polynomial. If we take h = cp ( ! ) , we 
see that the fondamental scaling filter m 0 associated to cp is a trigonometric polynomial. 
Now, if Ois another compactly supported scaling fonction for (V;) and µ 0 its scaling filter, 
we must have 

for a trigonometric polynomial which doesn't vanish on (0, 21r], and thus 

Ô(2€) = M(2€)mo( €) Ô( €) . 
M(€) ' 

the scaling filter µ(ç) = M(~c7,°(e) can be a trigonometric polynomial (if M(€) divides 
M(2€)m0 (€)) or not. Conversely if M and m0 are two trigonometric polynomials such that 

M(O) = mo(O) = 1 and M doesn't vanish on [O, 21r], then the infinite product TI~1 µ ( #,) 
where µ(€) = M(~c7f (e) is the Fourier transform of a compactly supported distribution: 
we have: 

Q,, ( ! ) = M( e) Q mo ( ! ) , 
so we have only to prove it for TI~1 m 0 ( #,) ; writing m 0 ( ç) = e-iN e P( e-ie) for some 

NE 'D.i and P E C(X], P(O) # 0, we may define the fonction 

00 

F(z) = II P (e-i-;,) 
j=l 

(so that mo(ç) = e-iNeF(ç)) ; the infinite product converges uniformly on the compacts 
of C, so that Fis holomorphie; moreover 

1 P(e--i:,) 1::-:; Coellmzlt,,-do P' 

hence we have for 230 :;:;I z I< 2.i0+1 (j0 ~ 0) 

io 
1 F(z) 1 :;:;1 F(

2
;:+1 ) 1 II I P(e-i 2~) 1 

j=l 

< ctoedoPIImzl sup I F(11) 1 

1111:9 

<j z I tî .. ~o edo PIImzl sup I F(17) 1 

111151 
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and the theorem of Paley- Wiener-Schwartz ensures us that the inverse Fourier transform 
of TI~1 P(e-if;) has a compact support. 

We begin by describing the trigonometric polynomials which are scaling filters ; then 
we will characterize among them the fondamental scaling filters. We may always assume 
that the polynomials we deal with are of the type m0 {ç) = P(e-i€) with P(O) =/ O, P(l) = 
1, P E C[XJ.; if k is th: lowest index such that ak =/ 0 (where mo(e) = EkE7L ake-ik€), 
we multiply m 0 (ç) by e'ke ; it doesn't change the multi-resolution analysis and shifts the 
scaling fonction cp(x) into cp(x + k). 

PROPOSITION 2. - Let mo(ç) = P(e-i€) (P E C[X], P(O) =/ 0, P{l) - 1) be a 
trigonometric polynomial, T its transition operator ( deflned by 

and cp the compactly-supported distribution deflned by 

Then m 0 is a scaling fllter if and only if the three following assertions are satisned : 

(i) the characteristic polynomial of the operator T operating on the space Ep of trigono­

metric polynomials of degree no greater than d0 P (t E Ep ~ f = Ef°:_do p f ke-ik€) 
has 1 as a root of multiplicity 1 and all its other roots are of modulus Jess than 1 ; 

(ii) if P(zo) = 0 and I zo I= 1, then P(-zo) =/ 0 (P(z) and P(-z) have no common root 
on the unit circle) ; 

(iii) there is no zo E C such that I zo I= 1, zo =/ 1, and VN E JN, P(-z 2N) = O. 

Proof. We will show that (ii) and (iii) are equivalent to Cohen's criterion (5.1), (5.2). 
Then (i) will be equivalent to sup Il Tq(l) 1100 < +oo : if (i) is satisfied, then Ep can be 

qEN 
decomposed into Ep = A El:) B where dim A= 1, T !A= Id and where T(B) C Band the 
spectral radius p(T 1B) is less than 1 ; if 1 =a+ b, a E A, b E B, then Tq{l) =a+ Tq(b), 
and Tq(b) -¾- 0 for any norm on Ep ; conversely if mo satisfies Cohen's criterion and 
sup Il Tq(l) lloo< +oo, then we know that mo is a scaling filter and we may decompose 
qEN 
Ep as 

Ep = CC(cp,cp) El:){/ E Ep//(0) = O} 

and we know that T( C(cp, cp)) = C( cp, cp) while the spectral radius of Ton {f E Ep/ f(O) = 
O} is less than 1 (see theorem 2) ; we may notice that 

d0 P 

cp(i) == L akcp(x - k), 
k=O 
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which implies 

and 

hence 

hence 

2Inf Supp ip = Inf Supp r.p 

2Sup Supp ip = d0 P + Sup Supp ip, 

Inf Supp ip = O . and Sup Supp r.p = d0 P, 

C(ip,r.p) = L < r.p(x) 1 r.p(x - k) > e-ike E Ep. 
kE1L 

We now prove the equivalence between Cohen's criterion and (ii)-(iii). If for some fo 
we had mo ( ç0 ) = m 0 ( fo + ,r) = 0 ( i.e. if (ii) was false) then we would have 

$(2ço + 2k1r) = cp(ço + k1r)mo(€0 + k1r) = O for ail k, 

and thus Cohen's criterion would be false. Similarly, if (iii) was false, we could find 
fo (/:. 2,r'll., such that for ail NE 'Il, mo(2N fo+1r) = 0; but P can only have a finite number 
of roots and we must have 2N°ç = 2M0 ç mod(2,r) for at least two numbers N 0 ,M 0 E 1N 
with No > Mo ; we then write 2No = 2Po2Mo and 2M0 ço = 2No fo + 2ko7r ; notice that we 

h 2Po k 'Il., • é - 2 ko - 1 21r2Po ko • ·r 2Po k - Ao ( B ) cannot ave 2Po-i E smce -.o - 7r 2M 0 _ 2n0 - 2No 1_ 2Po . 1 1_ 2P~ - 2 2 o + 1 
then we would have fo E 27f'll if Ao 2'.: No or mo(2No-Ao- 1 eo + ,r) = 1 #-0 if Ao < No, 
which contradicts the choice of fo ; we now prove that cp(2N° fo + 2kn-) = O for all k E 'll., 
(so that Cohen's criterion is not satisfied) : just write 

if k is not a multiple of 2Po, one term m 0 ( 2N° e~,+2k1r) (1 :::; ;" :::; Po) is O ; if k is a 

multiple of 2Po, we change it into 2~
0 

+ ko because cp(2N° fo + 2k7r) vanishes as soon as 
cp(2N° €o+21r( 2~0 +ko)) .does; now the sequence (a3) defined by ao = k and a;+1 = ;;

0 
+ko 

converges to ;:; ~i which is not an integer, and thus we may conclude that ( a3) is not 
integer-valued and cp(2No fo + 2k1r) = O. 

Conversely, let 's assume that Cohen 's criterion is not satisfied by m 0 and that (ii) 
is satisfied. We then have to prove that (iii) is false, i.e. to exhibit ç0 (/:. 2,r'll., such that 
m 0 (2N fo + 1r) is O for ail N E JN. We may assume that r.p is square-integrable : we have 
seen that for some M E 'll., we have 

if M < -2, ip E L 2 ; if M > -1, then 

(
1- e-ie)M+2 " 2 

iç ip EL ; 
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( -,( )M+2 ( -,e )M+2 but multiplying 'P by 1-;€ is equivalent to multiplying m0 by 1+~ and 

this doesn't change neither Cohen's criterion (5.1), (5.2) nor the properties (ii) and (iii). 
Now, write Q(e) for 

C(<p, cp)(ç) = E I cp(e + 2k1r) 12= E < cp(x) 1 cp(x - k) > e-ik€; 
kEZ kEZ 

if Cohen's criterion is not satisfied, then Q(eo) = 0 for at least one €0 E 1R.; moreover if 
Q( eo) = 0, then write 

to conclude (since (ii) is satisfied) that Q( ~) or Q( ~+1r) vanishes; we may change eo into 
€o + 21r and assume that Q ( ~) = O ; then ( changing €o into eo + 41r if necessary) we obtain 
Q(.;) = O, and so on. Since cp is compactly supported, Q is a trigonometric polynomial 
and has only a finite number of roots, which mean that we have for some NE JN*, 

Q(ço) = Q(~) = ··· = Q(;~) = 0 

and 
eo 
2

N - eo E 21r'/l. 

Moreover all the numbers Q( ~ + 1r), • · •, Q( ~ + 1r) are non-zero : we have seen that if 

Q( 1J) = 0 for some M ?: 1, 2;ii1 77 E 21r7Z ; we would then have, if Q( ~ + 1r) = O, for some 
2M• 1 (~ ) i(~+,r) ~ ~+,r. M;, 2h; 2~ + ,r E 2,r'/l ; define Z = e 2, ; then writing 2~ + ,r = ~mod(2,r) 

gives Z2M; = z and writing ~ = 2N-j ~ = 2N-j 2~<J.,mod(~) gives Z 2N = ei~ = -Z, 
2N 2N+M· 2.M• ( ~-) and thus -Z = Z = Z ' = (-Z) ' = Z which is absurd. But we have Q ~ = 

0 for 1 ::; j < N, while 

since Q(~ + 1r) #-O, we have m0 ( ~ + 1r) = 0 for 1 < j ::; N ; since eo - -f?,-E 2,r E 7Z, 
we obtain mo(2k eo + ,r) = 0 for all k ~ 0, while eo (/. 21r7l : Q(O) ~I <p(O) 12= 1 and thus 
Q(O) #-O. Thus, proposition 2 is proved. ■ 

We may now easily characterize the fondamental scaling filters : 

PROPOSITION 3. - Let m 0 (ç) = P(e-ie) (P E C[X], P(O) #- O, P(l) = 1) be a 
trigonometric polynomial. Tben m 0 is a fundamental. scaling filter if and only if it is a 
scaling fi.Iter and the polynomials P(z) and P(-z) have no common root in C. 
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Proof. Let's suppose that P(z) /\ P(-z) = R(z 2) and define h by h = R(~[~q ; R have no 
root on the unit circle so that h is well-defined ; moreover 

h(2ç) = R(e-i€)X((ee:;,~~\h(ç) = m1 (ç)h(ç) where m1 is a trigonometric polynomial of 
degree less than the degree of P ( unless R = 1 and h = cp) ; then the support of h has 
a smaller diameter than the support of cp and m0 cannot be a fondamental scaling fil ter. 
Thus if m0 is fondamental, then P ( z) and P ( -z) are prime together. 

Conversely, let's assume that P(z) and P(-z) are prime together. Let m1 = P1(e-i€) 
be the fondamental scaling filter associated to the multi-resolution analysis generated by 
m 0 , and cp1 be its scalingfunction. Then cp(x) is a finite linear combination of the 1P1(x-k), 
and cp(ç) = Q(e-i€)cp1(ç) for a polynomial Q E C(X]. Then we obtain Q(z2)P1 (z) = 
Q(z)P(z). Since P(z) /\ P(-z) = 1, we must have that Q(z) <livides Q{z2 ) : Q(z2

) = 
A(z)Q(z) for some A E C[X]. But now if Q(zo) = O, then Q(z5) = 0 and zo,z5, .. · ,z5N ,· · · 
are roots of Q. But Q(O) =/= 0, and Q has only a finite number of roots; thus I zo I= 1 ; but 
this cannot be since if cp is a scaling fonction C(cp,cp) = Q(e-i€)C(cp 1,cp1) doesn't vanish. 
■ 

DEFINITION 4. - Let P E C[X], P(O) =/= O, P(l) = 1 be such that P(z) AP(-z) = 1. Then 
the dual polynomial P* of P is the unique polynomial P* E C[X] such that : d0 P* < d0 P 
and P(z)P*(z) + P(-z)P*(-z) = 1. 

We may now prove some prooperties of the fondamental scaling fonctions : 

THEOREM 4. - Let m 0 = P(e-i€) (P E C[XJ, P(O) =/= 0, P(l) = 1) be a fondamental 
scaling fi.lter, and cp {defined by cp(ç) = TI~1 mo(f)) its scaling fonction. Then: 

i) there exists a compactly supported fonction h E L 2 such that : 

(16.1) Vk E 'll, < h(x - k) 1 cp >= Sk,O• 

If (V;) is the multiresolution analysis generated by m 0 , we thus have : 

(16.2) V/ E Vo, f = L < f I h(x - k) > cp(x - k). 
kE7l 

ii) Let f E Vo, Î(ê) = F(ç)cp(ç) with FE L2 (1R/21r'll). Then, 

(17) 1 
F(ç) P(e-i~) I-

f E V_1 * F(ê + ,r) P(-e-i€) - O. 

iii) {Malgouyres' separation lemma). If f E Vo vanishes identically on an interval (a,,8) 
then X[-oo,aJ/ E Vo and X[.B,+oo]/ E Vo. 

iv) The support of cp is the full interval [O, d0 P]. 
v) The restrictions (cp(x - k) l{o,iJh-cloP:5k:5o are linearly independent in L2 ([0, 11). 
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Remarks. 
j) The existence of a compactly supported dual fonction h (satisfying (16.1)) or the 

linear independence of the restrictions (So(x-k) l[o,11)(1-Sup Supp So::; k::; -Inf Supp So) 
characterize the fundamental scaling functions among the compactly supported functions 
in Vo. 

jj) Points iii) and iv) were proved in 1991 by G. Malgouyres [MAG], [LEMA2] and 
point v) by Y. Meyer [MEYS]. ■ 

Proof. Point i) has already been discussed in the beginning of this section. Point ii) is 
almost obvions : if/ E V_1, then F(E) = G(2€)P(e-ie) for some GE L2 (1R/27r7l) and 

F(ç + 1r) = G(2€)P(-e-ie), 

hence 
F(E)P(-e-ie) - F(e + 1r)P(e-ie) = o; 

conversely, let P* be the dual polynomial of P ; then we have 

F(ç) = (F(ç)P*(e-ie) + F(ç + 1r)P*(-e-ie))P(e-ïe) 

+(F(ç)P(-e-ïe) -F(€ + 1r)P(e-ie))P*(-e-ie) 

which proves that if 

then 
F(€) = G(2ç)P(e-ie) 

for some GE L2 (1R/21r7l), hence f E V-1• 

We now prove Malgouyres' separation lemma. 
We know that Inf Supp <p = 0 and Sup Supp <p = d0 P. Let A = Inf Supp h and B = 

SupSupph; B > 0 and A< d0 P. Wechoosenow i > Osuch that: 2;(/3-o:) > B-A+d 0 P. 
Then it is easy to see that fX(-oo,o:] and fX[P,+oo} belong to V;. Indeed, we know that f 
belongs to V0 , hence to V,· (since V0 CV; for i > 0) and therefore we may write 

f = L 2; < f I h(2;x - k) > So(2;x - k). 
kE7Z 

But, since f = 0 on [o:,/3], 

for 

De:6.ne now f + and f _ as 

f+ = L 2; < f I h(2;x-k) > cp(2;x-k) 
k~2io:-A 
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and 

f-= L 21 <Jlh(2 1x-k)>cp(2ix-k); 
k$2if3-B 

the sum for f + runs only on k > 2i /3 - B, hence f + = 0 on (-oo, /3 - i), and similarly 

f- = 0 on (a: - ;, + d;;, +oo) ; moreover f = f+ + f-, and we obtain, since /3 - :, > 
a:- fr+ d;;, that f + is O on (-00,/3- i) and is equal to f on (/3- i, +oo), hence that 
f+ = fXl/3,+oo) and similarly f- = fX(-oo,a}· 

The second step in the proof of the separation lemma is to show that if a: < /3, if 
f _ = fX(-oo,a] and f+ = fX[f3,+oo) belong to V; and f belongs to V;-1 and vanishes on 
(a:,/3) then f- and f+ belong to v,._1• We may replace f by J(2-ix) and a: and /3 by 2ia: 
and 2if3 and thus assume f-, f+ in Vo and fin V_1 • We then write 

with 

and similarly 

with 

Since 

f- = L f-,k'P(X - k) ' Î-(€) = F-(€)$(€) 
kEZ 

F-(€) = L f-,ke-ike, 
kEZ 

F+(€) = L f+,ke-ik( 
kEZ 

Supp f- C (-oo, a:] and f-,k =< f- 1 h(x - k) >, 

we have f-,k = 0 for k > a - A; but if k0 is the greatest index k such that f-,k =j:. O, we 
have 

Sup Supp f- = Sup Supp cp(x - ko) = d0 P + ko, 

hence 
ko < a:- d0P; 

similarly if k 1 is the lowest index k such that f +,k =j:. 0, we have k1 2::: /3, and thus 

ko + d0P < k1. Now, if P(z) = Et~Pkzk, we have to prove, in order to prove f- E V-1, 
that 

or equivalently that : 

d0 P 

(18.1) 'vk E 'Il, L f-,2k-1-q(-1)q+lpq = 0 
q=O 
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but, since f E V_ 1 , we already know that : 

d0 P 

(18.2) \/k E 'Il, I)!+,2k-1-q + f-,2k-1-q)(-l)q+lpq = 0 j 

q=O 

if 2k-1 < k1, f +, 2k-l-q is always O and (18.2) gives (18.1) ; if 2k-1 > k1 then 2k-1- q 
is always ~ k1 - dO P > kO and f-, 2k-l-q is always 0, hence (18.1) is obviously true. Thus 
f- and f + belong to V_ 1 • The separation lemma is then proved. 

Point iv) is then straightforward. If cp vanishes on (a, ,8) C [O, d0 P], with a< f3 then 
X(-oo,a]'P belongs to Vo; but the diameter of the support of X(-oo,a]'P would be at most a 
(since <p vanishes on (-oo, 01) and thus <p wouldn't have a support with minimal diameter 
; thus cp cannot vanish identically on a subinterval of [O, d0 P]. 

Point v) is easy as well. Assume that E~=l-doP Àkcp(x - k) vanishes identically on 

[O, 1]. Then X(-oo,oJ E~=l-doP Àkcp(x - k) would belong to Vo and its support would be 
contained in [1 - d P, O], hence would have a diameter less than the diameter of Supp cp ; 
thus 

0 

X(-oo,O] I: Àkcp(x - k) 
k=I-d 0 P 

has to be identically O, and similarly 

0 

X[1,+oo) I: Àkcp(x - k) 
k=l-d 0 P 

is identically O. We thus obtain 

0 

I: Àkcp(x - k) = 0 
k=I-d 0 P 

on all JR., and thus Àk = 0 for k = 1 - d0 P, • • • , O. Theorem 4 is proved. ■ 
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Chapter 5 

DAUBECHIES' FUNCTIONS AND OTHER EXAMPLES 
OF SCALING FUNCTIONS 

In this chapter, we proceed to the construction of the "classical" scaling fonctions, 
which are by now widely used in scientific applications, including the celebrated compactly 
supported orthonormal scaling fonctions of I. Daubechies. 

As we shall see, the classical scaling fonctions are deeply related to interpolating 
fonctions, i.e. to fonctions 41 such that 41(0) = 1 and 41(k) = 0 for k E 'Il/". By instance, 
saying that (cp(x-k)he12 is orthonormal is equivalent to say that cp*cp(-x) is interpolating. 

We thus begin with interpolating scaling fonctions (including the iterative dyadic 
interpolation scheme of Deslauriers and Dubuc), then describe orthonormal scaling fonc­
tions. In a third section, we describe orthogonal spline multi-resolution analyses (including 
Battle-Lemarié's or Stromberg's orthonormal wavelets, Battle's pre-wavelets, Chui-Wang's 
pre-wavelets, Schoenberg's interpolating functions and so on) and lastly we end with hi­
orthogonal multi-resolution analyses and dual compactly supported scaling functions as­
sociated to the B-spline fonctions. 

This chapter is thus mainly a list of examples (which includes all classical scaling 
fonctions), together with a list of some easy results on interpolating or orthonormal scaling 
fonctions which justify the constructions. 

1. Interpolating scaling functions. 

We begin with the construction of scaling functions <p which are interpolating : 

(1) cp(O) = 1, cp(k) = 0 for k E 'IL*. 

Of course, <p has to be continuous if we want (1) to be meaningful. With help of the 
Poisson formula, (1) can be written as 

(2) I: cp(e + 2k1r) = 1 a.e. 
kE1Z 

provided that cp E L1 • We therefore introduce the Banach space E 0 = {cp E C0 (JR)/$ is 
continuons and I:.ke?Z I cp( e + 2k1r) 1 converges uniformly on [-1r, 1r l} equipped with the 
norm 

Il <p IIE0 =1l I: 1 cp(e + 2k1r) llloo. 
kEZ 

It is very easy to check that E 0 is complete, as well as the space E.k defined by 
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with norm Il <p IIEk = E:=o Il xPcp l!Eo . Then theorems 1 and 2 of the preceding chapter 
can easily be adapted to establish the following result : 

PROPOSITION 1. - Let mo E ce(lR/21r7l) for some e > 0 be such that mo(O) = 1. Define 
cp and T by: 

(3) cp(ç) = TI~1 mo(-!.,) 
(4) 'r/f E C 0 ('JR/21r7l), T !(€) =I mo( !) 1 !(½)+ 1 mo( f + 1r) 1 /( f + 1r). 
Moreover let 's assume that mo satisfi.es Cohen 's criterion : 
(5) there exists a compact set K which is a finite union of closed intervals such that : 

(i) EkE7Z XK(e + 2k1r) = 1 a.e. 
(ii) 'r/ç E K, cp(ç) =/-O. 
Then <p E E 0 if and only if sup Il Tn(l) 1100 < +oo. Moreover in that case there exists a 

nEN 
positive a such that I e 10: c;, E L 1• If <p E E 0 , then <p E Ek if and only if mo is ck. · 

Proof. If cp E E0, define--, as--,= Lkez I cp(ç + 2k1r) 1 ; then--, E c 0 (lR/21r7l), Tb)=--, 
and Il ~ lloo< inf l~(e)I < +oo; since Tisa positive operator and 1::::; "Y Il ~ 1100 , we obtain 

(EK 

11 Tn(l) lloo<II "Y llooll ~ lloo • Conversely, let's assume that sup li Tn(l) lloo is finite. 
nEN 

Define an operator Son E 0 by ~ = mo({)w(f). We will approximate cp by ffnw where 
w E c~ satisfies w(O) = 1. We easily check that Il snw IIEo<II rn(1) llooll w l!Eo, and thus 
by Fatou's lem.ma we get that sup LkE7L I cp( e + 2k1r) I< +oo (we take the supremum 

eeJR 
instead of the essential supremum because Lkez I cp(ç + 2k1r) 1 is semi-continuous). To 
prove the uniform convergence of E1cez I cp(ç + 2k1r) 1 on [-1r,1r} is much more difficult. 
This will be done by mimicking the proof of the first regularity theorem ( theorem 2 of the 
preceding chapter) : 

• for g E C0(lR/21r7l), the fonctions "Yn = g(t,.-) fii=l mo(f,.-)X[-1r,1r](t,.-) converge to 
g(O)cp in L 1 ; 

• mo(1r) = 0 (since E1cez I cp(2k1r) I< +oo and cp(2n(1r + 2ko1r)) = cp(1r + 2ko?r)mo(1r)) 
• choosing e E (0, 1) with m 0 E ce('JR/21r7l), we see that T keeps invariant the space 

Fe= {f E ce(lR/21r7l)/ /(0) = O} and that its spectral radius Pe on Fe is less than 1. 

• Now, we choose 1le E E0 such that Ôe is non-negative, Ôe E ce, Supp Ôe C [- s;, 3
;] , 

0 < Ôe(e) for O <I ç I< 1r and lim 1~~$) = 1. e-o <,; 

We remark that Co = sup li n;=l mo(2i ç) lloo is bounded by sup Il rn(1) lloo, and that 
nEN nEN 

1 cp(ç) I< Co nf=l I mo(-!.,) 1 for all N. Hence we have: 

~ 1 cp(ç + 2k1r) !< 
2N-11r::;1e+2k11"1::;2N 7r 
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N 

< . f Co ô L Il I mo( e +2J~k7r) 1 Ô€( e +2!k1r)) 
td~1::;1r t('7) 2N-11r::;1e+2hJ::;2N1rf=1 

<C 1 Il sNn€ IIEo. 

Now define V as V f = LkE7.l I Î ( e + 2k1r) 1 j we have Vs f < TV f' hence V sn f ~ Tn V f ; 
but vn€ E F€ and therefore we get Il sNn€ IIEo< CppN for any p E (P1a, 1), which gives 
that cp E E 0 and that I e 1° 'P E L1 for any a such that 2°p€ < 1. Moreover, cp is a scaling 
fonction : we have 

L I cp(ç + 2k1r) 12 > i5: 1 $('7) 1
2 > 0 

kE7.l '1 

while 

L I cp(e + 2k,r) 12<11 'P lloo L I cp(ç + 2k1r) 1~11 <p ll~o ; 
kE7.l kE7.l 

define then 

and apply the proof of lemma 1 in the preceding chapter to show that UV; = L2 and 
nV; = {O}. Finally, the equivalence between cp E Ek and m 0 E ck is easy : if cp E Ek, 
<p Eck and whenever $(€ 0 + 2k0 1r) =/=-0 we have m 0 (ç) = ~ 2e:24:c,0

; in a neighborhood 
of eo, thus mo is Ck. We prove the converse when mo E C 1 : we have seen that in that 
case 

so that Il tp1 1100 < C5 Il mb Il 00 and thus for all N E 1N we have : 

1 $'(E) I< 

N 1 p-l e e N e 11 ' 11 N e 
Co }=)2)P I TI mo(2;) Il mb(2P) 1 TI I mo(2P) 1 + n;~ 00

C5 TI I mo(2P) 1 
p=l j=l j=p+l j=p+l 

and thus defining s-;;:;: f = mb ( {) Î ( f)) 

I: 1 $'Ce+ 2p1r) 1 
2N-l 1r"5le+2k1rj"52N 7r 

< c (t,(½l' Il s•-'sm;sN-•n, IIE' +(½lN Il sNn, IIE,) 

~ C1 
( sup Il sqné IIEo +(!)N/ 2 Il n€ IIEo) . 

q>N/2 2 
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We may in the same way mimick Proposition 1 of the preceding chapter and obtain: 

PROPOSITION 2. - Let m 0 be an even trigonometric polynomial 

( 
1 + cos €) N p ( è) m 0 = --- cos~ 

2 

with P(l) = 1 and P(-1) =JO such that: 
(i) it satisfies Cohen 's criterion 

(ii) m 0 is non-negative: Vx E [-1, 1] P(x) > 0 
(iii) sup Il Tn(l) lloo< +oo 

nEN 

(where Tf = mo(f)J(f) + mo(f + 1r)J(f + ?r)). Define <p - TI~1 mo(f,.-) and T by 

T f = P(cosf )f( f) + P(-cosf )f( f + ?r). Then : 

(j) f keeps invariant the space ÉM of even trigonometric polynomials of degree < M = 
degP. 

(jj) the spectral radius p of T IËM is no Jess than 1. 

(jjj) let u = 2N + l~~e ; then 1 € 18 rp E L1 for all s E [O,u) and 1 € lu rp E L 1 
; moreover 

cp belongs to the Holder space es for all s E [O,u) and to no es with s > u. 

Proof. Since <f> is non-negative, we have cp E eso (or e:0 if s0 E 1N*) if and only if 

this gives (1+ 1 € 18 )rp E L 1 for any s < so. Conversely if (1+ 1 € 18 )rp E L 1 then <p E es. 
Moreover, the proof we want to mimick gives us that fors E (0, N) : 

/ (1+ 1 Ç 1)8 1 rp(ç) 1 dç ~ L 2k(s- 2N) Il fk(l) lloo 
kE7L 

and we know, since Il fk(l) 1100 is the operator norm off on (ÉM, Il · 1100 ), that for some 
positives constants C and M we have 

This gives the proposition if p > 1, if p = 1, we have to see that eN ip </. L 1 : if 
ç2N rp E L 1 , then <p is e2N, hence H 2N because <p has compact support and then we have 

that m~2N\1r) = 0; but this is not possible since P(-1) =JO and thus I ç 12N rp </. L 1 • ■ 

We may now describe the interpolating scaling fonctions : 
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THEOREM 1. - Let mo E ce(JR/21r7l) with mo(O) = 1, cp = IT~1 mo{ i) and T the 

operator defined by TJ =I mo(f) 1 J(f)+ 1 mo(f + 1r) ! J(f + 1r). Then: 

(A) cp E E 0 and is interpolating (cp(0) = 1, cp(k) = 0 for k E 7l•) if and only ifm 0 satisfies 
Cohen's criterion (5), sup li Tn(l) lloo<+oo and equality: 

nEN 

(6) 

(B) Let mo be non-negative and satisfy equality (6). Then the following assertions are 
equivalent : 
(i) cp E Eo and is interpolating 
(ii) mo satisfi.es Cohen 's criterion 
(iii) cp E Eo and cp(0) = 1. 

Proof. H cp E Eo and is interpolating, the Poisson formula gives 

L cp(ç + 2k1r) = 1 
kE7Z 

hence cp is a scaling fonction and ·mo satisfies Cohen's criterion ; we then obtain sup Il 
n 

Tn(l) lloo< +oo by Proposition 1 and mo(e) + mo(e + 1r) = 1 as a direct consequence 
of I: cp(ç + 2k1r) = 1 and cp(2ç) = mo(ç)cp(ç). Conversely, if m0 satisfies (5), (6) and 
sup Il Tn(l) lloo< +oo, we know that În, defined by :Yn = rrj=l mo(f,.-)X[-,r,,r](f,.), 

n 
converges uniformly to cp as n-+ +oo ; but it is easy to see that ïn(O) = 0 and ïn(k) = 0 
if k -::f O. (A) is proved. 

H m0 is non-negative and satisfies (6), then T(l) = 1 and thus sup Il Tn(l) lloo< +oo. 
nEN 

The equivalence between (i) and (ii) is then obvious. We just have to prove (iii)=>(i) : 
we know that <p is non-negative, that cp is the pointwise limit of 1N, hence by Fatou's 
lemma Ï:ke7L cp(ç + 2k1r) ::=; 1 a.e.; if cp(O) = 1, then 2~ J cpdç = 21r, which implies 
I:ke7Z 'P(€ + 2k1r) = 1 a.e. and thus cp is interpolating. ■ 

Counter-example n° 1 : Avery simple counter-example to theorem 1 when Cohen's cri­
terion is not satisfied is the following one : tak.e mo(e) = l+c~sse_ Then mo is non­
negative and mo(€) + mo(e + 1r) = 1. But 'P can be explicitly computed : for I X ,~ 3, 
cp(x) = ½ ( 1 - ~) and cp = 0 elsewhere. Thus cp(0) -::f 1. 

Example n° 1 : The dyadic interpolation scheme of Deslauriers and Dubuc [DESJ. 
The problem studied by Deslauriers and Dubuc is the following one : knowing a 

sequence (xn)neN defined on the integers, to describe an interpolation (xd)deP of the 
sequence (xn) into a sequence defined on all dyadic numbers by the following self-similar 
process : 
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(7) 

Step 1 : interpolate (xn) to the half-integers by : 

Xn+l/2 = L O'.kXn-k i 
kE7l 

this is a convolution, which means that the interpolation process has to be linear and 
shift-invariant ;we require moreover that the constant sequence 1 is interpolated by 1 : 

and that the ( O'.k) are rapidly decreasing (so that we may interpolate data with polynomial 
growth). 

Step 2 : rescale the indexes to apply formula (7) recursively : 

(8) 

using the same sequence (ak)• 
We would like to know whether we may further interpolate ( Xd) dEV to a continuous 

fonction (x(t))tElR with polynomial growth. If it is possible to do such an interpolation, 
we must have (writing Riemann sums instead of integrals) that the distributions 

converge to x inS' ; but 

(9) X,., ("Ç""" -ine) Il; ( e) ; = L.., Xne mo ,
1
,; . 

nE7l l=l 

We have m 0 E C00 (1R/21r2Z), mo(O) = 1 and mo(€) + mo(€ + 1r) = 1. Thus, provided 
m 0 is non-negative and satisfies Cohen 's criterion, we may conclude from Theorem 1 that 
,p = TI~1 m 0 ( -j;) is the Fourier transform of a regular interpolating scaling function and 
that the interpolation scheme converges to the fonction LnE7l Xncp(x - n). ■ 
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Example n° 2 : Interpolating scaling functions with minimal support. 

THEOREM 2. - Let (EN) be the following problem : to construct a scaling function cp 
such that: 
(i) cp has compact support and for some positive t, cp E c~ 
(ii) cp is even and real-valued 
(iii) cp is interpolating: cp(O) = 1 and cp(k) = 0 for k E 'Il* 
(iv) cp reconstructs polynomials up to degree 2N + 1 

(10) \/p E C2N+i[X], p = L p(k)cp(x - k). 
kE?Z 

Then (EN) has a unique solution N'P with support [-2N - 1, 2N + 1] and aJJ other 
solutions have greater support. Moreover N'P has the following properties : 

(.) "(é) = Iloo (-t) ·th (ë) = (1+cos{)N+1 '°'n (N + k) (1-cos{)k J N'P ç i=l Nmo 2, w1 Nmo '- 2 L..Jk=O k 2 

(jj) N'P is non-negative 
(ili) if CXN is defined as aN = sup{a > 0/ N'P E ca:} then 

(11) CXN ~N 2- -( 
tn3) 
tn2 as N-+ +oo. 

Proof. We first notice that (10) is equivalent to mt) (0) = 0 for 1 :-::; k < 2N + 1, 

hence (since mo(e + 1r) = 1 - mo(ç)) to m~k\1r) = O for O < k :-:; 2N + 1 (where m0 is 
the scaling filter associated to cp : mo(e) = EkE?Z ½cp(!)e-ike). Thus we may write mo 

as m 0 (ç) = (1+~os{)N+l P(cos ç), where P must satisfy : 

(12) 

Let AN and BN E CN[N] be the unique solutions of the Bezout identity 

by uniqueness of the solution, we have B N ( X) = AN (-X), so that AN is a solution of 
(12), and any other solution P of (12) can be written as P =AN+ X ( 1-;x)N+l Q(X 2 ) 

(with Q E C[X]); thus degP > N + 2 and Suppcp ::> [-2N - 2,2N + 2}, unless P = AN. 
We thus have to show that P = AN leads to a solution N'P• 

Define Y= 1-;x ; then equation (12) for AN reads as : 

( ) 
1 N+1AN(2Y-1) 

AN 1 - 2Y = (1 _ Y)N+l + Y (1 _ Y)N+l 
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and thus AN(l - 2Y) is the Taylor development of (i-f)R+ 1 at O up to order N, hence 

AN(X) = Ef=o ( N: k) (1-;x)k. Thus degAN = N and SuppN<p = [-2N-1,2N +1]. 

We see that. AN(X) is non-negative on [-1,1], hence Nmo(ç) is non-negative; moreover 
AN never vanishes on [-1, 1), hence Nmo satisf:ies Cohen's criterion ; Theorem 1 states 
then that N'P îs a solution of (EN)• Now, to estimate aN, we will estimate f3N = sup{/3/ 
' e 1.e .. <p E L00

} : we have f3N - 1 :::::; CXN s f3N (since I e ,.e <p E L 00 ⇒ 1 e 1a <p E L 1 for 
a < {3 - 1 ⇒ 'P E ca for a < /3 - 1, while <p E ca and Supp <p is compact implies that 
1 ç la</> E L 00

). We will show that : 

(13) 
ln[9 (

2
:) (J)N] ln[(

2
:) (J)N] 

2N + 2 - ------ln-
2
-'----- S f3N ::; 2N + 2 - ----'---l-n---

2
--

which gives (11) by Stirling's formula : ( 
2
:) = f~)~ ~ J;w. To prove (13), let's 

observe that for l E lN, cos(2t2;) = -1/2, so that 

"(2t 2,r) - ( 1 )N+lA ( 1 )t ,.. (2,r) N<p - - - N -- N'P -3 4t 2 3 

and thus 

ln[(
2
:) (J)N] 

/3 < 2N + 2- lnAN(-1/2) < 2N + 2- ---'----
N - ln2 - ln2 

Conversely let qN = max(AN(-1/2); sup ✓AN(x)AN(2x2 -1)); then we have 
-1$:i:$-1/2 

qN S AN(-1) and Il1=l AN(cost,,-) S qi- 1 AN(-1) (by induction on l, since we have 

AN(cos-lz-) < qN if cos-fi- > -½, whereas AN(cos 2cL )AN(cos-lz-) < q1; if cos(-fz-) < -½); 

rroo l+cos..f... 4sin 2 !. • t I I t. moreover ;=i 2 
2' = e:1 2 , hence we obtam for 2 ,r < ç < 2 2,r, 

00 

IN c,ô(ç) !< (; 2 )N+ 1qt- 1AN(-l) sup ITAN(cos;) 
"' 1111$211" ;=1 

which gives {3 N > 2N + 2 - t;;f . Thus it is enough to prove that qN S 9 ( 2;) ( ¾) N. 

This is easy to do: for -1 < x s -½, we have 

AN(x) = t (N ;k) (1 2 x r < t(½JN-• en (1 /)' 
< (2:) (12 xr 1-zx 
$9(2:) (12 Zr 
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and thus: 

AN(-1) < 9 (
2
:), AN(-½)< 9 (

2
:) (¾)N and AN(-½)::; 9 (

2
:) (; 6 )N; 

• for -1 < x < -4,-we have 2:z:2 - 1 > -½ and thus 

• for - ::li. < x < _ l we have 2:z:2 - 1 < _ l and thus : 
4 - - 2 - 8 

since (1- x)(l - x 2
) increases on [-1, -½]-Thus (13) is proved. ■ 

REMARK. - The polynomial AN has been introduced by I. Daubechies for her construction 
of compactly supported orthonormal wavelets (see below). Estimate (11) has been given 
independently by Volkner [VOL] and by A. Cohen and J. P. Conze [COHC). Cohen 
and Conze proved more precisely that qN = AN(-½) and hence that f3N = 2N + 2 -
lnAn(-1/2) ■ 

ln2 · 
Of course, estimate (11) is an asymptotic one, and for the small values of None uses 

the spectral analysis of the transition operator T to get the regularity exponent of N'P (see 
Proposition 2). 

N N=l N=2 N=3 N=4 N=5 N==-6 N=1 N--+ +oo 

1 2 2.83 3.55 4.19 4.77 
ln3 

CXn 5.31 CXN ~ N(Z- -) 
ln2 

Table n° 1: Value of an= sup{a/ N'P E ccx} 

Example n° 3 : Littlewood-Paley multi-resolution analysis and interpolation. 
Following Y. Meyer [MEY2], we will call a multi-resolution analysis a Littlewood­

Paley multi-resolution analysis if it is generated from a scaling fonction rp such that tj; is 
C00

, tp has compact support, Supptp C [- 2;, 2;] and tj; doesn't vanish on [-1r,1r]. This is 
equivalent to require that the associated scaling fil ter m 0 E C00 (1R/2,r7l) doesn't vanish 
on [-f, f} and vanishes identically on [2

;, 
4
;]. Such a filter always provides a scaling 

fonction (provided m 0 (0) = 1 of course). If we require moreover mo to satisfy mo(ç) + 
m 0 (ç + ,r) = 1 identically, then we obtain an interpolating scaling fonction satisfying 
P(x) = Ekezz; P(k)rp(x - k) for all polynomial P E C[X]. 

REMARK. - Exist.ence of interpolating fonctions in a multi-resolution analysis. 
If (V;) is a multi-resolution analysis with a scaling fonction rp E E 1 , then V0 contains 

296 



an interpolating fonctionµ (with µ(O) = 1, µ(k) = 0 for k E 'll*) if and only if I:kE7Z $(€+ 
2k7r) doesn't vanish on [-71",71"]; µ is then given by µ.(€) = L <êSfl 

2
k7r)' This condition 

kE7l. rp e+ 
is folfilled whenever <p is non-negative, since then 

2. Orthogonal multi-resolution analyses. 

The first wavelet bases which were constructed in the years 85-87 were orthonormal 
bases [LEME], [BATl], [LEMl], [DAUl]. Any multi-resolution analysis is related to an 
orthonormal wavelet basis through the following scheme : 

• choose a scaling fonction cp in V0 

• orthonormalize the basis (cp(x - k)) into an orthonormal basis (cpj_(X - k)) of V0 by 
the formula 

(14) 

• de:fine Wo as the orthogonal complement of V0 in V1 

• obtain an orthonormal basis (tfa(x - k))ke7l of Wo by choosing t/J as : 

.Î.( è) -i!. - ( € ) A ( €) 
'f' ~ = e 2 mo,J_ 2 + 71" cp J_ 2 

where m 0 ,j_ is the scaling filter associated to cp J_. 
• obtain finally an orthonormal basis of L2 (IR) as (t/J;,k = 23Ï 2 tfa(2ix - k);e7Z,kE7l (or 

(cpj_(X - k))kE7l U (t/J;,k)j~O,kE7l), 
We have then got an orthogonal multi-resolution analysis of L 2 (IR) ; every fonction 

f of L 2 is approximated by its orthogonal projection P; f on V;, given by : 

(15) P; f = L 2i < f I cp J_ ( 2i X - k) > <p J_ ( 2i X - k) ; 
kE7Z 

the projectors P; commute : P; o Pt.= Pt. o P; = Anf(j,t.) and the operator Q; = P;+i - P; 
is the projection operator on W; = V/ n V;+ 1 given by : • 

(16) Q;f = L < f 1 'Pj,k > 'Pi,k• 
kE7l 

REMARKS. - (i) The fact that (t/J(x - k))ke7l is an orthonormal basis of W0 is easy to 
check: let U be the operator f E Vi-+ Uf E L2 (0,27l") defined by Î(E) = Uf(Î)<?>J_({); 
then we have Il / ll2=11 U f ll2 v'2, and thus 

< cpj_ 1 t/J(x - k) >= 2 fo2

1r mo(E)iemo(E + '1l")e2iked€ = O 
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(by antisymmetry around 1r) ; moreover every f E Vi can be decomposed as 

Î = ( U f ( ½) mo ( ½) + U f ( ½ + 1r) mo ( ½ + 1r)) <p .L + 

( eifr U f( { )mo( { + 1r) + ei(fr+1r)u f( { + 1r)mo( { }) efl. 
2 2 2 2 

(ii) As we have already seen it in chapter 3, the orthonormalization formula (14} preserves 
size properties of <p : if <p belongs to L2 (1 x 11+1a dx) for some € > 0 so does ({).L, and the 
same ho Ids for rapid or exponential decay ( changing the rate of the decay in the last case, 
however). But this formula doesn't preserve compactness of support, and the construction 
of a compactly supported orthonormal scaling fonction needs a direct approach. ■ 

THEOREM 3. - Let mo E H 112+e(1R./21r7l) for some positive €, with mo(0) = 1, and 
assume that m 0 satisfies Cohen's criterion (5). Then m0 is a scaling filter associated to 
an orthonormal scaling function <p (i.e. the scaling fonction <p generates an orthonormal 
family (<p(x - k))ke7L) if and only if: 

(17) Vç E [0,21rJ, 

Proof. If the family (<p(x - k)he7L is orthonormal, then EkE:rl 1 'P(e + 2k?r) 12= 1 a.e., 
this gives {17), since p(€) = mo(½)P(½)- Conversely, if (17) is satisfied, then the filter 
Mo(€) =I mo(e) 12 is ce., non-negative, satisfies Cohen's criterion and Mo(€)+ Mo(e + 
1r) = 1 ; hence we know by theorem 1 that the associated scaling fonction F, defined by 
i(ç) = Ilj:0 Mo( i ), is interpolating; we now conclude that (<p(x - k)) is orthonormal 
since ~(k) =< <p 1 <p(x - k) > . ■ 

Theorem 3 gives us another approach to construct orthonormal bases : we begin with 
an interpolating scaling fonction ~ and try to write it as ~(x) = f <p(y)cp(y - x)dy. Of 
course, the fi.lter Mo associated to ~ has to be non-negative ; the problem is then to find 
mo such that I mo(€) 12 = Mo(ç). If Mois an even non-negative trigonometric polynomial, 
we would like to choose m 0 polynomial as well ; this can be done, as expressed by the 
well-known Riesz theorem ( of common use in signal analysis). 

PROPOSITION 3 (Riesz theorem). - Let P E lR.[X] be a polynomial such that P(x) 2:: 0 
for all x E [-1, 1]. Then there exists Q E lR.[X] such that : 

{18) P(cos e) =I Q(e-ie) 12 for all e E lR.. 

Proof. We will show that if deg P > 0 we may find two polynomials Q1, P 1 E lR[X] with 
P(cose) =I Q1(e-ie) 12 P1(cosç) and degP1 < degP j iterating the construction, we will 
get a solution Q to (18). Let N = deg P and write P(cos ç) = eiN(f>(e-ie) ; then 
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if z0 E C is a root of P, we have É'( zo) = 0 as well (since P has real coefficients) and 
É'(;

0
) = P( 1 ) = 0 (since zo f= 0 and z2N P( ½) = P(z)). Moreover, if l zo I= 1, then z0 

zo 
(and z0 ) is a zero of P with an even multiplicity, since, writing z0 = e-ieo, we know that 
P(cos €) doesn't change its sign when € goes through the value ço. Thus, if zo fJ. Ill, we 

may write P = (z - zo)(z - zo )(1 - zzo)(l - zzo )R(z) and thus 

where 
P1(cos€) = é(N-2)e.R(e-ie) 

and Q1 = (z-zo)(z- zo) or (1-zzo)(l-z zo) ; if zo E JR., then we may write P(z) = (z­
z0)(1 - zz 0 ).R(z) and P(cos €) =l Q 1 (e-ie) 12 P 1 (cos€) with P1(cos €) = ë(N-i)e.n(e-ie) 
and Q1 (z) = z - z0 or 1- zzo. Thus Riesz theorem is proved. 

REMARK. - The proof shows a way to construct Q : first compute the roots of P and 
write Pas: 

Ni N2 

P(z) = Co II (z - zi)(z- Zi )(1- zzi)(l - z Zi) II (z - a:;)(1- za:;) 
i=l j=l 

where Zi fJ. 1R. and a:; E JR.. Then a solution Q is given by 

N1 N2 

Q(z) = v"ë;II (z - zi)(z - Zi) II (z - a:;). 
i=l j=l 

If M 1 is the number of Zi such that I Zi If= 1 and M2 the number of a:; such that a:; (/. 
{ 1~ -1}, we have 2M1 +M2 choices for Q ( choosing Zi or ;, and a:; or 1) · Thus Q is not 
unique. ■ 

Example n° 4 : The Haar basis (1909). 
In 1909, A. Haar [HAA] introduced an orthonormal basis for L2 (0, l)(en)nEN such 

that the partial sums Ef < f I en > en of a continuous fonction f converge uniformly to 
f as N goes to +oo (in opposition to the Fourier system (e21rinx)ne'1Z)-The basis is simply 
described by eo = p(x) = X[o,iJ and for n = 2i + k, j > O, 0 ~ k < 2i, en = 'if;(2i x - k) 
where tf,(x) = X[o,i/2] - X[t/ 2 ,11 ; this basis can be extended obviously to a wavelet basis 
(t/i;,k);e'1Z,kE'lZ of L2 (1R.) with orthonormal scaling fonction p = X[o,i] and orthonormal 

wavelet tf,(x) = X{o,1.1 - X11.,11; the associated scaling filter is then mo(ç) = 1+~-i(. The 
scaling fonction p is

2
not co:itinuous; its Sobolev regularity exponent u0 = sup{s/p E H 8

} 

• 1 
lS Uo = 2 . 
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Example n° 5 : Spline bases : Franklin {1927), Strômberg (1981), Battle and Lemarié 
(1986). 

In spite of its simplicity, the Haar system was not satisfying, since it approximated 
continuous fonctions by discontinuous ones. In order to overpass this diffi.culty, Faber 
[FAB] and Schauder [SCA] proposed to integrate the fonctions of the Haar system and to 
obtain a system (En)n~-1, with E-1 = 1, Eo = x and for n = 2i + k, i 2:: 0, 0 < k < zi, 
En= b.(2ix-k), where b.(x) = (1- l 2x-1 I)+. We then obtain the Schauder basis which 
allows one to approximate uniformly on [0, 1] a continuous fonction f by E:=-l Cntf)En, 
where C_1(f) = f(0), Co(/)= f(l)-f(0) and C2i+kU) = f (;~t11 )-½! (-4] )-½! ( 1l1 ). 

In particular, E;=-_!.f Cn(f)En is t~e fonction f; which is continuous on [0, 1], linear on 
each interval [f,,-, k1i ] (0 ~ k < 23) and has the same value as f on each node f,,-. This 
basis, however, is not fitted to the analysis of discontinuous fonctions. 

In 1927, Franklin [FRA] orthonormalized the Faber-Schauder "..,asis and got an Hilber­
tian basis of L2 ([0, 1]) composed of continuous fonctions and such that every continuous 
fonctions was uniformly approximated on [0, 1] by its partial sums. But the Gram-Schmidt 
orthonormalization destroys the simplicity of the basis ( En) and the Franklin system cannot 
be expressed by simple formulas. The Franklin system (/n)n2;'.-l can be expressed in the 
simplest way by : f _ 1 = 1, fo = v'3(2x - 1) and f 2i+k is defined (up to a multiplicative 
constant Ci,k) by the following properties : it is continuous, piece-wise linear (linear on 
each interval [2i1+1 , E;~;] 0 ~ p ~ 2k + 1 and each interval [:~·, 9i;1] k + 1 < q < zi - l) 
and is orthogonal to each continuous fonction which is linear on each interval [2i1+1 , i,~;] 
0::; p::; 2k-1 and each interval [-;,,, qi;l] k ~ q ~ zi -1. This property led J.O. Strômberg 
[STR] to defi.ne a fonction tp such that it is square-integrable on 1R with Il efJ 112= 1, contin­
uous, piece-wise linear (linear on each interval [~, Pt1] -oo < p ~ I and on each interval 
[ q, q + l] 1 ~ q < +oo) and orthogonal to each continuous square-integrable fonction which 
is linear on each interval [~, Pt1] -oo < p ~ -1 and on each interval [q,q+l] 0 ~ q < +oo. 
Then by definition efJ is orthogonal to efJ(23 x - k) as soon as i is negative or as soon as 
i = 0 and k is negative ; thus the system ('1/J;,k = 2il 2 tt,(2i x - k));e7L,kE7L is orthonormal; 
moreover it is complete and we thus have a wavelet basis for L2 (JR). The wavelet efJ has 
Sobolev regularity exponent J and Holder regularity exponent 1, and it has exponential 
decay. 

Strômberg's basis was created in the context of functional analysis (the study of 
Hardy spaces HP(JR) for p < l) and was not known in the "wavelet community" until 
1988. In 1986, Battle [BATI] and Lemarié [IEMl] introduced independently another 
spline orthonormal wavelet. Spline bases have played a key rôle in the development of 
wavelet theory and have turned to be a focus of interest for many searchers. We devote 
below a special section to spline multi-resolution analyses. 

Example n° 6: Littlewood-Paley analysis and wavelets: the Meyer-Lemarié basis (1985). 
The Littlewood-Paley multi-resoluton analysis described in example n° 3 and the 

orthonormalization process described on the beginning of this section gives us directly an 
orthonormal scaling fonction cp such that ,j; is C00

, compactly supported and takes 
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identically the value 1 in a neighborhood of O ; the associated orthonormal wavelet t/J is 
such that ,J, is C00

, compactly supported and O (j. Supp ,J,. This analysis has already been 
introduced in example b) of chapter 3. 

The construction of the first Littlewood-Paley wavelet t/J by Y. Meyer (and of the 
associated scaling fonction cp by P. G. Lemarié) [LEME] was not as simple as it might 
seem now : in 1985, the notion of multi-resolution analysis had not yet been introduced 
and Meyer had to construct directly the fonction t/J ( cp was constructed after t/J). The 
notion of multi-resolution analysis was introduced by S. Mallat and Y. Meyer in november 
1986, after the discovery by G. Battle and P. G. Lemarié of the spline orthonormal wavelets 
t/J and of their associated scaling fonctions cp : the existence of varions scaling fonctions 
associated to wavelet bases lead Mallat and Meyer to think of a general functional scheme 
in order to describe the fortuitous calculations of Meyer-Lemarié or Battle-Lemarié. 

The most attractive feature of the Littlewood-Paley wavelet analysis is the fact that 
every tempered distribution can be expressed with help of this basis : 

PROPOSITION 4. - Let 'P, tp E S be such that : 

(i) (p(x - k))kE1L is orthonormal 
(ii) 'P( J) = EkE1L < cp( J) 1 cp(y - k) > cp(x - k) 
(iii) t/J(J) = EfE1L(-ll < cp(y + k + 1) 1 cp(J) > cp(x- k) 
(iv) Supp cp C l - 2;, 2

3,r] . 

Then (cp(x - k))kE1L U (2il 2 tfJ(2ix - k) = t/J;,k)f?.O,kE1L is an Hilbertian basis of L2 (1R). 
Moreover for every f E S we have 
(19) 

f = N!!_m 
00 
(L < f I cp(x - k) > cp(x - k) + t L 23 < f I t/J(23 x - k) > t/J(23 x - k)) 

+ k j=O k 

where the lim.it {19} is taken in S ; and similarly if f E S' is an arbitrary tempered 
distribution, the convergence (19} is true in S'. 

Proof. We already know that we have an Hilbertian basis of L2 (JR), and that the right-hand 
side of equality (19) can be written as well 

which gives the Proof. ■ 
The Littlewood-Paley basis is an unconditional basis for most spaces usefol in har­

monie analysis (Besov spaces, Lebesgue or Hardy spaces, ... ), as we shall see later. 
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Example n° 7 : The Daubechies orthonormal wavelets. 
In 1987, I. Daubechies constructed orthonormal scaling fonctions cp N with compact 

support (SuppcpN = [0,2N- l]) and arbitrarily great regularity ('PN is of class caN, 
where CtN ~ N (1 - if~3

2 ) ). In order to get Daubechies' fonctions, we just have to use 

theorem 2 (on interpolating scaling fonctions) and proposition 3 (Riesz theorem) : 

THEOREM 4. - Let QN E lR[X] be such that QN(O) =JO, QN(l) = 1 and I QN(e-ie) 12= 
Ef:01 

( N -: + k) e-~ose)k, and deiine mN E C00 (lR/21r7Z) by 

Then the distribution 'PN deiined PN(E) = n;:1 mN (f) satisfies: 

(i) cp N E L 2
, ( <p N ( x - k)) kE1b is orthonormal 

(ii) Supp 'PN = [O, 2N - 1) 
(iii) 'PN is continuous for N ~ 2 and if CtN = sup{a/cpN E ca}, we have CtN ~ 

N (1 - ~) as N goes to +oo. 2log2 . 

(iv) Every polynomial P E C[X] with degP < N - 1 satisfies 

P = L <Pl 'PN(x-k) > 'PN(x-k). 
kEN 

Point (iv) says that 'PN is of approximation order N - 1 : if P;j is the orthogonal 
projection operator onto Span(2:icpN(2ix - k)), then we have for every g E HN-l, 
Il g - P;j(g) 112= 0(2-i(N- 1)). The link between approximation order N - 1 and decom­
position of polynomials on 'PN(x - k) up to order N - 1 is expressed by the well-known 
Strang-Fix condition [FIX]. We thus are bound with finite orders of approximation when 
dealing with compactly supported wavelets : approximation order N - I is equivalent to 
the vanishing of mN and its derivatives (up to order N -- 1) at ç = ,r, and a polynomial 
has only finite-order zeros. Example n° 10 will show a compactly supported basis with 
infinite approximation order. 

Daubechies's bases are now widely used, because the compactness of the support of 
({)Nallows the use of finite filters in the fast wavelet algorithm (see chapter 8). The most 
commonly used 'PN are cp3 (which is C 1) and <p1 (,vhich is C 2) corresponding to the filters 

( è) 1 ..._..2N -1 -ike •th mN 1,, = V2 L.,k=O ake Wl : 

N=3 
ao = 0.3326705529500825 as= -0.1350110200102546 
a 1 = 0.8068915093110924 a4 = -0.0854412738820267 
a2 = 0.4598775021184914 a 5 = 0.0352262918857095 

302 



N=7 
ao = 0.0778520540850037 a7 = 0.0806126091510774 
a1 = 0.3965393194818912 as= 0.0380299369350104 
a2 = 0.7291320908461957 ag = 0.0165745416306655 
a3 = 0.4697822874051889 a10 = 0.0125509985560986 
a4 = 0.1439060039285212 au= 0.0004295779729214 
a5 = 0.2240361849938412 a12 = 0.0018016407040473 
as= 0.0713092192668272 a13 = 0.0003537137999745 

(Those values are borrowed from [DAU3], where the reader may find the values of the 
coefficients of mN for N = 2 to 10). 

The choice of the normalization E ak = \l'2 corresponds to the numerical filters in 
the fast wavelet algorithm : we may write the three following relationships between cp N 

and 'PN(½) : 

• <J?N(2E) = mN(E)<J?N(E) = -./2 (E~N-l ake-ike) 'PN(E) which corresponds to the 

calculus of 'PN = n;:1 mN( -f,) (the normalization of the coefficients is then 

• 'PN(½) = v'2E~N-l ak'PN(x - k), the two-scale difference equation which corre­
sponds to the calculus of 'PN(x) (see chapter 8) through the cascade algorithm (the 
normalization is then E ( \1'2ak) = 2) 

• "72'PN(f) = E~N-l ak'PN(x - k), a formula which allows the computation of the 

coefficients s;,k =< f 12il 2cpN(2ix- k) > of a fonction 

f = I: Sj-1,k2(j-l)/ 2 cpN(2i-lx - k) 
kE7Z 

in V;-1 as s;,k = Eq ak-2qSj-1,qi the good normalization is then E ak = \1'2. 

(The beginners in wavelet theory are often puzzled by the lack of uniformity in the literature 
about the normalization of the coefficients ak. The point to be understood is that each 
normalization has its own interest which depends strongly on the point of view of the user. 
In practice, however, the three points of view are useful and cannot be easily dissociated, 
as we shall see in chapter 8). 
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J.. Figure 1: Daubechies 1unctions for N 3 · 

a) the scaling function 
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b) the orthonorm.al wavelet 
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Of course, the choice of Q N in theorem 4 is not unique, since the description of Q N 

gives only QN(l) = 1 and I QN(e-ie) 12 • We already noticed that these are (exactly) 
2(N/2l choices for QN. The coefficients we gave for m 3 and m 7 corresponds to choices of 
QN with extrema! phase [it was the choice of Daubechies [DAU!] in 1987]. Other choices 
are discussed in [DAU4] and [RIO] : we may improve the phase of cpN (going doser 
to a linear phase) or its Holder regularity (all the choices of QN give the same Sobolev 
regularity aN = sup{s/1.pN E H 8

}, so that the Holder regularity aN is fixed up to 1/2 : 
aN = sup{a/1.pN E C 0

} E [aN-1/2,aN]). Of course, we ought to be able to compute the 
Helder regularity of cp N ( we gave exact formulae only for a N) : the interested reader will 
find such results in the works of Daubechies [DAUL] and Rioul [RIO]. 

N N=l N=2 N=3 N=4 N=5 N=6 N=7 N-+ +oo 
tn3 

<7N 0.5 1 1.415 1.775 2.096 2.388 2.658 aN ~ N(l - --) 
2tn2 

CX.N 
(extrema! - phased mN) 

0 0.5500 1.0878 1.6179 CtN ~ <7N 

Table n° 2: Values of aN and aN for the first values of N. 

Example n° 8 : The CoiBets. 
If <p is a compactly-supported orthonormal scaling fonction (with scaling filter m 0 ) 

d dN-1 
and if m0 has a zero of order Nat 1r (mo(1r) = demo(1r) = · · · = deN-i mo(1r) = 0), then 
each polynomial P E CN-1[X] of degree ~ N -1 can be written as 

P(x) = L < P I cp(x - k) > 1.p(x - k). 
kE:ZZ 

R. Coifman asked to I. Daubechies to construct a minimally supported cp so that < P 1 
cp(x - k) > was obtained by the sampling P(k) : 

P(x) = L P(k)ip(x - k). 

satisfy : 

and 

( 
d )k . 

d€ AN(e-'e) le=o= o for o < k < N - 1. 

We thus added N - 1 requirements to the previous ones (bading to orthonormality) 
Daubechies pointed reasons why a solution m 0 should exist with length 3N (instead of 
2N for the minimally-supported scaling fonctions of theorem 4) and gave solutions for the 
first values of N in [DAU4]. 
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a) the scaling function b) the orthonormal wavelet 

1.2 · · · · · · · · · · · · · ·:· · · · · · · · · · · · · · :· · · · · · · · · · · · · ·: · · · · 
1.5 · · · · · · · · · · · · · ·.• · · · · · · · · · · · · · ... · · · · · · · · .. · · ., · · · · 

. . . . . . . . . . . . . . 
1 ............. ·:·. . . ·: ...... ·:· ............. '. ... . 

. . . 1 .............. :. . . . . . . . . . . ..•................... . . . . . . . . . . . 
0.8 ··············:·············· ·:············•·;···· 

0.6 .. · ... · · ..... ·~ .. ······· .. :· .......... ···: ... · 
0.5 ··············:········· ·····:··············:···· 

. . 
0.4 ............. ·:· ............ ~· ............ ·: ... . 

. . . 01------;......:_;• ...... ~-----,------1 . . . . . . . . . . . . 
0.2 .. · · · .. · .. · · . .; · .. · .. · · .. · · .: ..... · · .. · .. · •: .. · · 

-0.5 ··············:········ ... 
. . 

• ... ♦ •••••••••••• " ~ •• ♦ 

Ot----

-0.2......_ ___ ,.._ ___ .__ __ -'.____, 

0 5 10 15 0 5 10 iS 
The support [-6, i 11 is shifted by 6. 

Example n° 9: Rational fi.lters. 
In 1989, G. Malgouyres [LEMAl] ~ointed out that the construction of rational or-

thono~al scaling filters m 0 ( €) . ~~==::~ was very easy. Indeed, if P, Q E JR.[Xj and 
l P(e-ie) 12= A(cos ç) and I Q(e-ie) 12= B(cos €) with A AB= 1 (which means that we 
exclude factors >.>.e-:1;~~1 (À E C) from mo(ç)), 1 mo(€) 12 + 1 mo(€+1r) 12= 1 becomes 
A(X)B(-X) + B(X)A(-X) = B(X)B(-X) hence A(X) + A(-X) = B(X) : thus, in 
order to get m 0 , it suffi.ces to choose P E JR[XJ such that P(l) = 1, P(-1) = O, P(z) and 
P (-z) have no common root on the unit circle and P( z) has no factors TI f =1 ( z + zt') 
with z5N = zo and zo =1-1 (Cohen's criterion); then constructing Q E 1R(X] such 
that I Q(e-ie) 12=1 P(e-i€) 12 + 1 P(-e-i€) 12 gives an orthonormal scaling filter 

~l mo(ê)= ~· 
Avery interesting example is the Butterworth scaling fi.lter where 

Then we have to construct Q such thà.t 
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The polynomial 

RN(X) = (1:Xr + c~Xr 
has explicit roots, so that Q can be computed exactly. For every N, one good choice for 

Q is to select the roots so that Q(z) doesn't vanish inside the unit disk ; then Pf :=::j is 
holomorphie on ~m ç < 0, so that the associated cp has its support contained in 1o, +oo ). 
When N is odd, another choice is possible : 

In that case, mo satisfies moreover mo(ç) + mo(ç + 1r) = 1, hence we have cp(k) = ôk,o 
this choice of Q leads to an orthonormal and interpolating scaling fonction ! 

Rational filters have been also introduced by Evangelista [EVG] and more recently by 
Herley and Vetterli [HEL]. 

Example n° 10 : The basis of Berkolaiko and Novikov. 
In 1992, V. Berkolaiko and I. Novikov introduced a basis of compactly supported 

"almost" wavelets which were C00 and had an infini te approximation order [BER]. This 
basis was also introduced by A. Cohen and N. Dyn in 1993 [COHD] as an example of 
non-stationary multi-resolution analysis. 

If µ is a compactly supported square-integrable fonction (µ =/: 0), the non-stationary 
multi-resolution analysis generated by µ is the sequence of spaces (V;(µ)) ;~o defined by: 
V3(µ) is the smallest closed sub-space of L2 such that µ E V3(µ) and for any / E V3(µ) 
and k E 'Il, f (x - ~) EV,·(µ). Then, following our results on shift-invariant subspaces of 
L 2 in chapter 3, it is easy to see that (V;(µ)) has the following properties : 

(i) V;(µ) c V;+1(µ) and Ut~ V;(µ) is dense in L2 (1R) ; . 
(ii) For every j > O, there exists a fonction N3 with compact support such that 

is a Riesz basis of V;. 

When N; doesn't depend on j, the (V3(µ)) are a multi-resolution analysis of L2 (1R) 
with scaling fonction N0 • A necessary and suffi.dent condition to have a multi-resolution 
analysis is µ( !) E Vo(µ). 

We write P; for the orthogonal projection operator onto V,·(µ). Then µ will be said 
to have approximation order kif for all y E Hk(lR) we have Il P3(y) - y 112= 0(2-ik). 

PROPOSITION 5. - Let (mN )N~l be Daubechies' fi.lter (where 
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with QN E lR[X], deg QN = N - 1, QN(l) = 1 and I mN(ç) 12 + 1 mN(ç + 7r) 12= 1). 
Define for N > O, êpN and WN by 

(20) 

(21) 

Then: 

(j) êp N and W N are compactly-supported C00 fonctions, with Supp êp N c [O, 2N + 3] and 
Supp WN C (-N,N + 2]. 

(jj) The family (2Nf2ëpN(2N x - k))1:ez is an Hilbertian basis for VN(ëpo) and the family 
(2NJ2wN(2N x - k))1:ez is an Hilbertian basis for VN+1(êpo) n VN(êpo).L. 

(jjj) The family (ëpo(x - k))1:ez U (2N/ 2 wN(2N x - k))N~O,kEZ is an Hilbertian basis for 
L2(JR). 

(jv) êpo has an infinite approximation order. More precisely, for every s E 1R and f E 
.O'(JR), f belongs to the Sobolev space H 8 if and only if N 8 (f) < +oo, where 

and the norms 11 • IIH• and N 8 (•) are equivalent. 

Proof. The pointwise convergence of the infinite products (20) and (21) is obvious: we have 
11 mN ll00 ~ 1 and degmN = 2N -1, hence by Bernstein's inequality we get II femN lloo< 
CN, so that I mN+i(tJ-) -1 I< C(N + i)W, Since E~ 1(N + j)-l,- = N + 2 < +oo, the 
products converge. Moreover, each finite product is bounded by 1, hence the products 
converge in S' (by the bounded convergence theorem). Thus êpN is an infinite convolution 
product of sums of Dirac masses, where the ;" - th sum has its support contained in 
[o, 2N~;i- 1], so that SuppêpN C [0,2N +3]. 

Moreover, since I mN(€) 12 + 1 mN(€ + 7r) 12= 1 for all N and ç, the fonctions fJN,p 
defined by 

ÔN,,(ê) = X(-•,•I c~) g mN+; (!) 
generate orthonormal families (ON,p(x - k))kez, while ÔN,p-+ iN as p-+ +oo pointwise 
( and in S '). The proof of proposition 5 then reduces to the following estimates : 

(22) 

(23) For k E lN, k < N + 1, 
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where C1 and a are positive constants which don't depend on N nor p, and the Dk's are 
positive constants which don't depend on N. 

(22) is obvious for I ç !< 230
1r : we just write I ÔN,p(ç) !< 1. Now, if I ç I> 230 1r we 

write l > 30 the integer such that 2t1r <I ç I< 2t+ 11r. If p < l, êN,p(ç) = 0; if p > l+ 1, 
we have 

l+l ç 
1 ÔN,p(ç) < fI I mN+.i(2.i) I= AN,t(€)BN,t(€), 

.i=l 

where 

t+l 
and BN,t(€) = TI I QN+.i(e-ifi) 1-

.i=l .i=l 

AN,t is easily estimated (since I sin 2z\2 1~ ~ 2~~2 for I ç 1< 2l+ 11r) : · 

t+l l + -i..f.. N t t+l l + -i..!.. 

Il e22, II Ill e22,I AN,t(€) = 
.i=l k=0 i=k+l 

_ ( 1 sin f 1 ) N ITt I sin #i l 

- 2t+1 1 sin e 1 2t+1-k I sin e 1 ïr+'2 k=0 îl+2" 
l k 

< (~)N II 2 
1r < 2-tN2-½t(t+1). - ! ç I k=0 I ç 1 -

Now, we recall that I QN(e-ie) 12= I:,f::01 ( N + ;- l) e-~ose)k ; Berkolaiko and 

(N+k-1) (N+k) ·e ·e Novikov noticed that k < k hence I QN(e-' ) l~I QN+1(e- 1 
) 1 for 

all N and ç. Now, we see that 

the fonction 

AN(X) = i: ( N + :- 1) (1 ~ xr 
is clearly decreasing on [-1,1] and we always have cosç >-½or cos2ç > -½- Moreover, 
if X< O, 

AN(x) < 22
N-

2 (1 ~xr-• (1.=-:) 
(just write ( N + ;- l) < 2k-N+l ( 2; ~ {) < 22N- 22k-N+ 1), thus I QN(-1) I< 

2N-1/2, 1 QN(e-2i1r/3) I< 3N/2 and for~ <I ç I< 1r, 1 ffiN(ç) 1::; ✓!7c~~Ne1· 
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We may estimate BN,t(€) : we distinguish odd f.'s and even l's : if f. = U' + 1, then 

t 1+1 
< II 2N+2j-1/23~+i 

j=l 

= 2-I/2(l' +1) (2V3)N(t'+1)+1/2(t1+1)(t' +2). 

If l = 2l'; we write QN,t(€)::; QN+1(e-i{)BN+1,e-i{i), and get 

1 BN,e(e) I< 2N+1122-112e' (2vs)<N+1)e'+1/2tce'+1). 

In any case, we've got : 

so that 
A B < 2-tN(2 13°)N~2-t/2t(t+1) (2 13°) f (t+1)(t+6). N,t N,l _ V.l Vù 

Now, we recall that l > 30, hence tt2 ::; 1
8
5 l, and thus : 

(
(2V3)8/15)lN 6 8 (( 2V3)7/8)t (( 2\1'3)l/8)t

2 

ÂN,tBN,t ~ 2 (2v3) / y'2 y'2 • 

We check easily that (2✓3) 81 15 < 2 and (2\1'3)118 < v'2, thus AN,tBN,l < c,yLN e-o:l
2 

for 

some C > 0, a> 0 and "f E (0, 1). Since l::; 1~!g1f < l + 1, (22) is proved. 

(23) is easy : for I e I> 1, we just write 1 1PN(€) I< 1 ; for I e I< 1 we have 

! + 1r E [2
;, 4;], hence l 1PN(€) !::;I mN+1(! + 1r) l::;I sinf IN+t::; l~k+~1

• 

The proposition is now easily proved. Because of the estimate (22), we may use the 
dominated convergence theorem to get that ( <P N ( x - k)) kE7L is an orthonormal f amily. 
Points (ii) and (iii) are thus proved. 

Point (iv) is proved by the following easy consequences of (22) and (23) : 

• sup sup EpE:ll; 1 e + 2p1r lkl 'ifJN(e + 2p1r) 12< +oo 
N'?::_O { 

• sup sup EpE:ll; 1 e + 2p,r 1-k1 'ifJN(€ + 2p1r) 12 < +oo. 
N'?::_k-1 { 

- " Thus, if A8 is the operator A8 f =I e 18 f, we have for every s E ]R and N > -s, 
Il A8 (QNJ) l12~ 2Ns Il QNf !12, and Il/ IIH•< C Ns(f). We have 

I< A8 QNf I A8 QN,f >I< 2Ns2N's2-IN-N'l li QNf ll2II QN,f ll2 
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writing 

and thus 

The reverse inequality is obtained by duality. 

REMARKS. - (i) The ha.sis of Berkolaiko and Novikov is a generalization of the Rvachev 
fonction up(x), defined by : 

( 

. _,..1,.. )i 
(where X= X[o,i]) or up( ç) = TI~1 i+e 2 

2
' 

The Rvachev fonction is a compactly supported C00 fonction with infinite approxima­
tion order [RVA], [DYN]. 

(ii) The proof of proposition 5 gives us also the following estimates : 

lim L I iN(ç + 2k7r) 1
2= 0 

N--++oo 
1e+2k1rl>1r 

lim liN(€)l=l if l€!<1r 
N--++oo 

... 1 
lim 1 ~N(ç) I= !nz if I e I= 1r, 

N--++oo y~ 

hence lim Lke1.1; < f I ~N(x - k) > ~N(x - k) = g with g = X[-1r,1r)Î for any f E L2. 
N--++oo 

3. Spline functions : the case of orthogonal spline wavelets. 

The theory of spline fonctions has been thoroughly developped in the last fifty years 
as a key tool in approximation theory or in computer-aided design. A small part of this 
theory, namely the theory of cardinal splines developped by I. J. Schoenberg in the early 
50's [SCH], :fits very well to the frame of wavelet theory. 

A spline fonction of degree m with nodes in a discrete subset X of IR is a fonction 
f of class cm-l such that (writing X = (· · · < x3 < x3+1 < · • ·)3e1.1;) the restriction of 
f to each interval (x;, x;+i) is a polynomial of degree at most m. Thus f is determined 
exactly by the polynomial f l(:i:o,:z:i) and by the sequence (f(m)(x; +0)- f(m)(x 3 -0));e1.1;. 
Thus, we may say equivalently that a distribution f is a spline fonction with nodes in 
X if and only if f(m+l) can be written as a (locally finite) sum of Diract masses at 
X : f(m+l) = L;e1.1; a;o(x- x;), where a;= f(m)(x; + 0) - f(m)(x; - 0) ; integrating 

(m + 1)-times f(m+l) gives us f up to (m + 1) constants of integration (which are exactly 
determined by the polynomial f l(:i:0 ,:z:1 ))-
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A cardinal spline fonction is a spline fonction with nodes in a regular grid (X= a'll, for 
some a> O), and especially in 'll.,. If Y0 is the space of square-integrable spline fonctions 
of degree m with nodes in 'll.,, then it generates a multi-resolution analysis. Clearly we 
have for any f E Y0m, f( !) E Y0m (since 2'll., C 'll.,), so that we get only to check that Y0m 

has a Riesz basis of the form N m (x - k)) kE1l • This is obvious by induction on m, sin ce Y0m 

has clearly an orthonormal basis (No(x - k) = x(x - k))ke2Z where x = X[o,tj, and since 
/ E Y0 +1 if and only if f E L 2 and f' E Y0m. Our study of scaling fonctions, and more 
precisely theorem 3 of chapter 4, allows one to conclude that y0m+l has a scaling fonction 
N m+ 1 given by 

(24) 

The fonction N m is called the normalized B-spline of degree m ; it is the function of 
minimal support in Y0m, and its support is [O,m+ 1]. 

Formula (24) allows one to compute exactly Nm(x) by induction. By instance we 
have: 

No(x) = X[o,1] 

Ni(x) = X[o,1] + (2 - x)X[1,2] 

x 2 6x-3-2x 2 (x-3) 2 

N2(x) = 2 x10,1J + 2 X[1,2J + 2 X[2,sJ• 

Moreover, the Fourier transform of N m is easily given by ( 24) : 

(25) 

Moreover, since Xis symmetric with sym.metry center at x = 1/2, Nm is symmetric, with 
symmetry center at x = mtl. Thus, the auto-correlation fonction Cm(€) of Nm, given by 

Cm(e) = L I Nm(e + 2k1r) 12= L < Nm(x) 1 Nm(X - k) > e-ike, 
kE7l kE7l 

can be computed with help of N2m+1 : 

m 

(26) Cm(€)= I.: N2m+1(k+m+l)e-ike'_ 
k=-m 

The trigonometric polynomial Cm has been called by I. J. Schoenberg a generalized Euler­

Frobenius polyno~al. Of course, the fonction L2m+1 (x) defined by L~1(€) = 1~:<c~r 
satisfies Lk<;7L L2m+1(€ +_2k7r) = }, hence L2m+1(0) = 1 and L2m+1(k) = 0 for k E 'Il* ; 
moreover I Nm(€) 12= e-i(m+i)eN2m+1(ç), hence L2m+1 E y~m+l : it is the so-called 
Lagrangian interpolation spline of degree 2m + 1, studied by Schoenberg in [SCH]. 

-Spline functions are related to interpolation through Holladay's theorem. This theo­
rem can be stated in the following way, for spline with nodes in 'Il 
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PROPOSITION 6. - Let m E lN. Then : 

(i) V0m.L = {f E L 2 /3g E Hm+i, f = g(m+l) and g(k) = 0 for all k E 7l} 
(ii) f E V<im+l if and only if f E Hm+i and 

Il 1<m+l) ll2= inf{ll p(m+l) ll2 /FE nm+l and F(k) = f(k) for all k E 7l}. 

Proof. It is easy to see that on nm+l the Il · l1Hm+1 norm is equivalent to the following 
Nm+1(·) norm: · 

Nm+1(/) =Il J<m+l) ll2 + (L I f(k) 12 ) 

112 

(Indeed, 

kE7Z 

Il f ll1fm+i ~ L Il f i[k,k+l] IIJ:rm+l ([k,k+ll} 
kE7Z 

m+l 
~ L I f(k) 12 + L Il 1U> Il~ ; 

kE7Z j=l 

now, to conclude, it is enough to write Il J(;) Ili< C{é li/ ll1fm+l +é-m-l Il j(m+l) 11n 
where C doesn't depend on E > 0). Thus (f

2
Jm+l is an isomorphism between the subspace 

Km of nm+l defined by Km = {f E nm+l /'t:/k E 7l, f(k) = o} and the subspace of 
L 2 ( fz)m+l Km, which is therefore closed in L 2 • To see that ( fz)m+l Km = (V0"')1- is then 
obvious, since f E V0m if and only if f E L 2 and j(m+l) = Lk 7Z akôk for some (ak) E l 2 • 

Point (i) is proved, and point (ii) follows easily, since f E Va2mÎi if and only if f E nm+l 
and j(m+l} E Vom. ■ . 

{27) 

We may now construct the orthonormal multi-resolution analysis associated to v0m. 

The orthogonal projection operator P[f onto v0m can be written as 

P[: f = L < f l gm(X - k) > Nm(X - k), 
kE7Z 

where Um is defined by 

,. (é) Nm(€) 
Um '- = Cm(€). 

We can also introduce an orthonormal scaling fonction 'Pm for v0m by choosing a 21r­
periodical fonction Dm(€) such that I Dm(€) 12= Cm(e) and defining 'Pm by 'Pm = 
~: . The choice of Dm = ,v(J;;, leads to the function of Battle [BATl] and Lemarié 
[LEMl], which is symmetrical with symmetry center at x = mil. A choice of Dm as a 
trigonometric polynomial (through Riesz' lemma) with no roots in the lower half-plane 
(Dm(e) = E ake-ike and I E ake-ikz I> 0 for ~mz < o) leads to the causal fonction of 
Strômberg [STR]. 

In order to get a Riesz ha.sis for W0 =Vin (V0m).L, it is enough to see that (because 
o(proposition 6) we have/ E W0 if and only if/ E Vin {f:r:)m+lKm, hence if and 
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only if f = ( f:x:)m+lg for some g E vi2m+l such that g(k) = 0 for all k E 'Il. Thus 
f = Ekezz;g(k + ½)2m+l {(i:x:)m+1L2m+1} (2x - 2k -1), and we've got a Riesz basis 
.A.m(x - k) of Wcf1 with Àm = (f:x:)m+1{L2m+1(2x - 1)}. This is Battle's pre-wavelet 
[BAT4], also introduced in [LEM2} and [CHWl]. We have : 

1 
1-e-• (/l 12m+2 

Â (ç) = !(iç)m+le-if __ i-'-'e/_2 __ _ 
m 2 Gm(ç/2) 

= e 
2 

22m+1(i)m+1 - e N (-). -i-'- (1 +ie/2)m+l Ç 

Gm(f) 2 m 2 

R 1 · l b •'· h .i. c,,.(f )c,,.(½_+1r)' bt · tl t d ep acmg .ll.m Y 'f'm, W ere 'f'm = 22m+Iïm+I .t1.m, We O am a CompaC y SUppor e 
fonction t/Jm such that ( t/Jm ( X - k)) kezz; is a Riesz basis of wcr : this is the compactly 
supported pre-wavelet of Chui and Wang [CHW2] t/Jm defined by 

(28) 
" ·! Ç (1-e+ie/2)m+l,.. Ç 
t/Jm(ç) = e-' 2 Cm(2 + 1r) 

2 
Nm( 2). 

(More generally, if cp is a compactly supported scaling fonction, with scaling filter m 0 and 
auto-correlation fonction C(ç}, and if (Vj} is the multi-resolution analysis generated by 
cp, then one may associate a compactly supported pre-wavelet t/J to cp, i.e. a compactly 
supported fonction t/J such that (t/J(x - k})keZG is a Riesz basis of Wo = Vl n Vi [CHW3J 
; this fonction is given by the formula 

We may now compute the orthogonal projection operator Qéf onto Wcf1 = vr n (V0m).L 
by defining r m(e) = EkeZG I tÎim(e + 2k,r} 1

2= Ekezz; < t/Jm I t/Jm(x- k) > e-ie, ',m(x) by 

1m = t:;;, such that: 

(29) Qr;' f = L < f l ',m(x - k) > t/Jm(x - k). 
kEZG 

We may also define an orthogonal wavelet, i.e. a fonction Om such that (Om(x- k))keZG is 
an orthonormal basis of Wcf1, by choosing a 2,r-periodical fonction Âm such that 

1 Âm(ç) 12= rm(E) and defining Om by Ôm = Î:. The choice of Âm = ~ leads to 
the orthogonal wavelet of Battle [BATl] and Lemarié [LEMl]. Another choice of Om is 
proposed by Stromberg [STR]. 

We may then summarize these results in the following way : 

PROPOSITION 7. - Let L 2m+1, L2m+I be the following Lagrangian interpolation spline 
fonctions of degree 2m + 1 : 
• L2m+1 has nodes in 'Il, L2m+1(0) = 1, L2m+1(k) = 0 for k E 'Il* 
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- · l*- 1 - l* 1 • L2m+1 has nodes m -lN U 2 lN , L2m+1( 2) = 1, L2m+1{k) = 0 for k E -lN U 2 lN \{ 2}. 
Let (Y

3
!71);e7L be the multi-resolution analysis of square-integrable spline fonctions of degree 

2m + 1 (with nodes in i, 71,). Then : 

(i) the B-spline Nm (deB.ned by .Nm(é) = ( 1-r•e) m+i) is a compactly supported scaling 

fonction (with minimal support) for (Y;m), with associated scaling fi.lter mo(é) -

( 
-•e)m+l 1+; . and auto-correlation function 

m 

Cm(€)= E N2m+1(k + m + l)e-ik( 
k=-m 

(ii) the function 'Pm deB.ned by <J?m(é) = J!!,,. is an orthonormal scaling fonction for 

(Y;m), which is symmetric with symmetry center at x = mtl. 
(iii) the fonction 'Pm deB.ned up to a multiplicative constant as a spline with nodes in lN 

which is orthogonal to every spline with nodes in lN* is a causal orthonormal scaling 
fonction for (Y;m), 

(iv) the compactly supported fonction V,m defined by 

is a pre-wavelet for (Y;m) (i.e., (v,m(x - k))kE7L is a Riesz basis for Yr n (Y0m).l) 
(v) thefunction Âm = (fx) 2m+ 1(L2m+d2x-1)) is apre-wavelet for (Y,m). 
(vi) The fonction Om defined by 

is an orthonormal wavelet for (Y;m), which is symmetric with symmetry center at 
x = ½ if m is odd, and anti-symmetric if m is even. 

(vii) The function ( fx) m+ 1 .i2m+ 1 is, up to a multiplicative constant, Stromberg's orthonor­
mal wavelet for (Y,m). 

These results can be generalized to other dilation factors than 2. Indeed for every 
A E lN* and / E Y0m we have f ( ~) E Y0m. ( One can show that if (Y;) is a multi­
resolution analysis with a compactly supported scaling function and if moreover Yo satisfi.es 
/ E Y0 => /(~) E Y0 for A= 2 and for some another factor A which is odd, then (Y;) is a 
spline multi-resolution analysis [LEM7]). Now, ifwe want to describe Wo,À = Y1~An(Y0m).l 
(where Y1~A = {f(Ax)/f E Y0m}), we may use again Proposition 6 to see that if/ E wg,iA 
then / = (fx)m+ 1g, where g is a spline of degree 2m + 1 with nodes in } 71, and such 
that g(k) = 0 for every k E 71,, thus we obtain a Riesz basis (Am,r(x - k))1::;r::;A-l,kE7l of 
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Wo:1A with Am,r = (fz)m+ 1(L2m+1(Ax-r)), where L2m+1 is the Lagrangian interpolation 
cardinal spline of degree 2m + 1. 

4. Bi-orthogonal spline wavelets. 

Bi-orthogonal multi-resolution analyses have been introduced in 1990 by Cohen, Dau­
bechies and Feauveau [CODF] in order to produce linear-phased F.I.R. filters adapted to 
the fast wavelet transform. It is a general belief in image processing that linear-phased 
filters produce less visual artifacts than the other ones. But, for the wavelet transform, 
linear phase corresponds to a symmetric scaling fonction, while F .I.R. corresponds to 
a compactly supported scaling fonction ; I. Daubechies proved that the Haar fonction 
cp = X[o,iJ is the only orthonormal compactly-supported scaling fonction to be symmetric, 
so that orthonormality has to be dropped if linear phase is to be used. 

Another interesting feature of hi-orthogonal multi-resolution analyses is the fact that 
they fit very well the differentiation. 

DEFINITION 1. - A bi-orthogonal multi-resolution analysis with compactly supported 
dual scaling fonction is a pair of multi-resolution analyses (V;);ez, (V/);ez of L2 (1R) 
with compactly supported scaling fonctions cp, cp* such that < cp I cp*(x - k) >= 8k,O• 

To a hi-orthogonal multi-resolution analysis, we may associate oblique projection op­
erators P; from L 2 onto V; in direction of (V/)J_ : 

(30) P;f = ~ 2i < f I cp*(23 X - k) > cp(2i X - k). 
kEZ 

PROPOSITION 8. - Let (V;), (V/) be a bi-orthogonal multi-resolution analysis with 
compactly supported dual scaling fonctions cp, cp*, and Jet m 0 , mô be the associated 
scaling fi.lters. Then : 

(i) the fonctions t/; and t/;* defined by 

(31) 'l,b( ç) = e-i{ mô( S.+ 1r)<,ô( S.) and 'l,b* ( ç) = e-i{ mo( S.+ 1r)cp* (S.) 
2 2 2 2 

satisfy < t/J I t/;*(x-k) >= ok,o, < t/J I cp*(x- k) >= O, < t/;* 1 cp(x-k) >= 0 for any 
k E 'Il. 

(ii) Q; = P;+ 1 -P; is an oblique projection operator from L2 (JR) onto W; = V;+1 n(V;*)J_ 
in direction of (W;*)J_, where W;* = V/-1-1 n V/. Moreover Q; is given by: 

(32) Q j f = L 2i < f I t/; * ( 2i X - k) > 'tp ( 2i X - k) . 
kEZ 
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(iii) 
The fonctions 1/J, 1/J* are called the hi-orthogonal wavelets associated to cp, cp*. 
The family (23Ï2 tJ;(2i x - k)),iE1L,kE1L is a Riesz basis for L2 (JR), with dual basis 
(zil 2 1jJ*(2ix - k));E7l,kE7l, and similarly the family 

(cp(x - k))kE:tZ U (2if 2 tJ;(zi X - k)),it:N,kE7l 

is a Riesz basis for L 2 (JR) with dual basis 

(cp*(x - k))kE7l U (2if 2 tJ;*(zix - k))jEN,kE7l• 

Proof. Points (i) and (ii) are straightforward, using the correlation fonction C(f,g) -
I: Î(E + 2k1r).g(ç + 2k7r) for cp,cp*, t/J and 1/J*. We have C(cp,cp*) = 1, hence for f E Vi, 

Î = U(f)<t>(½), and g E Vt, g(ç) = V(f)<t>*(½), C(f,g) = U(½)V(f)+U(f +1r)V(½ +1r), 
which gives 

mo(! )m~(t) + mo( ! + 7r)m~(t + 7r) = C(cp, cp*) = 1, 

C('I/J,cp*)=O, C(cp,t/J*)=O and C('I/J,1/J*)=l. 

Point (i) is proved, as well as point (ii), since W0 is a finitely generated shift invariant 
space of multiplicity 1 so that ( 1/J ( x - k)) kE?Z generates W o : since P; + 1 o P; = Pi (because 
of V; C V;+ 1) and P; o P;+ 1 = P; (because of V/ C V;+ 1 ), Q; is a projection operator and 
(32) is then obvious. Point iii) is easy as well, because the families (2il 21jJ(2i x-k));e1L,kE7l 
and (2il 2 1jJ*(2ix - k));e7l,kE?Z are dual to each other and almost orthogonal (just apply 
the "vaguelette lemma", theorem 3 of chapter 2 : we know by the first regularity theorem 
(theorem 2 of chapter 4) that 1/J, 1/J* belong to Ht: for some positive€). 

We may now complete Theorem 3 of chapter 4 on the differentiation of scaling fonc­
tions : 

PROPOSITION 9. - Let (V;), (V/) be a bi-orthogonal multi-resolution analysis with 
compactly supported dual scaling fonctions cp, cp* and associated scaling fi.lters mo, mô. 
Assume moreover that cp E H 1 • Then : 

(i) the derivative cp' of cp can be written as cp1 = ,p(x) - ,p(x-1) where ,pis a compactJy 
supported scaling fonction, with scaling füter mo( E) = i+:-.~ mo( ç). 

(ii) the primitive f~
00 

cp* (t)dt satisfy J;+1 
cp* (t)dt = ,p* (x) where ,p* is a compactly 

supported scaling fonction, with associated scaling fi.lter mô(E) = 1+;•e mô(€). 
(iii) tp and ,p* are compactly supported dual scaJing fonctions for a bi-orthogonal multi­

resolution analysis (V;), (V/). Moroever the projection operators P; onto V; in direc-

tion of (V/) J. and P; onto V; in direction of (V/) J. satisfy : 

d N d 
(33) - o P· = P· o -. 

dx 3 3 dx 

(iv) the hi-orthogonal wavelets 'if;, 'if;* associated to ,p, tp* satisfy : 

(34) 'if;=¼ d~ 1/J and 'if;*= -4 J_x
00 

1/J*(t)dt. 
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Proof. (i) and (ii) have already been proved in chapter 4, and point (iv) is a direct 
consequence of points (i) and (ii). The only thing to check is point (iii). But 

+oo 
< <,â(x) I <,â*(x- k) >= L < <p1(x- p) l 0*(x- k) > 

p=O 

+oo +oo 
= - I: < <p(x - p) 1 <p*(x - k + 1) - <p*(x- k) >= 1:(ok,p - ôk-1,p) = ôk,O• 

p=O p=O 

More6ver, we have 

:x (Pof) = I: < f 1 <p*(x - k) > (0(x - k) - <,â(x - k - 1)) = 
kEZI'.: 

L < f 1 <p*(x - k) - <p*(x - k + 1) > <,â(x- k) = Po (ix) · 
kEZI'.: 

Thus proposition 9 is proved. ■ 

Due to proposition 9, we may now easily construct dual scaling fonctions associated 
to the B-splines N m ( x). · 

PROPOSITION 10. - Let m E lN, Nm be the B-spline of degree m 

and <p E L 2 be compactly supported. Then the following assertions are equivalent : 

{Al) <p is a dual scaling fonction associated to Nm. 
(A2) the fonction Am+l<p (where A/= f(x + 1) - f(x) and Ak+I f = A(AkJ)) can be 
written as Am+l<p = (fx)m+Ig, where <I> is a compactly supported interpolating scaling 
fonction such that <I> E Hm+ 1 • 

Proof. (Al)=> (A2) is obvious: we have i = Nm(ç}cp, hence <I> = <p*Nm(-x); thus 
<I> is compactly supported and interpolating ; it is easy to see moreover that <I> ( ! ) belong 
to the linear span of the <I>(x - k)'s. (A2) => (Al) is a consequence of Proposition 9. ■ 

If <I> is of the form <I> =N ip(x) *N <p(-x) for a Daubechies fonction N'P, then <I> is 
symmetric with a symmetry center at x = O, while <p will be symmetric with a symmetry 
center at x = mtl. 

Thus, we see that if <p is a dual scaling function associated to N m, then the length of 
Supp<p is at least m+2 (since <I> E Hm+l and is interpolating, we know that the filter Mo 

( 
-ie)m+2 

associated to <I> contains a factor 1±~ , hence that the support of <I> has length at 
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least m + 2 + m + 1 = 2m + 3 [see Theorem 2]), while we know that we may find a solùtion 

<p with length of support O (m e~Jj3 ) as m -+ +oo (see Proposition 2 again : write cp 

as .6.m+lcp = ( f,Jm+l N~ where N~ is the interpolating scaling fonction with minimal 
support associated to N : we know that Supp N ~ = [-ZN - 1, 2N + 1] and that N ~ E ccxN 

where O:N ~ N (2- ~:;) ; thus we may choose N = 0 ( 2_b) and the length of the 

support of our solution is 4N + 2 - m - 1 = 0 (m tt.;: }J3 ) • Thus we approximately get a 

length of the support of cp nine times greater than the one of N m ; it would be of course 
of great interest getting a much smaller support. 

A very nice property of those dual scaling fonctions is that the associated filters are 
very easy to compute (if cp is such that .6. m+ 1 cp = ( ,l) m+ 

1 
N ~, then the associated fil ter 

. . t (t:) _ (l+e-'()N (i+é()N-m-l "'ï:"N-1 (N + k-1) (1-cose)k d th mo 1s JUS mo r.. - 2 2 L.,k=O k 2 an ere 

is no need of Riesz lemma or another algebraic algorithm to get the coefficients. 

Example n° 11. The shortest dual scaling fonction associated to N 1 (x) is associated to 

the filter ( I+e-i() 2 (1 + 2. 1-cos e) = -le-3ie + le-2ïe + ~e-ie + .!. - !ëe • 
2 2 8 4 4 4 8" 

a) the affine B-spline c) the associated spline wavetet 

0.8 

0.6 

0.4 

0.2 

o.__ __ _._ _____ ...._ _____ _. 

5 

4 

3 

2 

1 

0 

-1 

support= [ -1,1] 

b) its shortest dual scallng functlon 

-2.__ ______________ __ 

support = [-2,2] 

0.5 

0 

-0.5 
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d) the associated dual wavelet 
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Chapter 6 

WAVELETS AND FUNCTIONAL ANALYSIS 

Wavelets and functional analysis is a theme which has been fully explored in the be­
ginning of the theory. Results were established with the tools developped in real harmonie 
analysis in the 70's (and which are to be found in the books by E. M. Stein [STEW], 
[STEl], [STE2], Yves Meyer [COIMl], [MEY2], [MEY3], [MEY4] and Frazier, Jawerth 
and Weiss [FRJW]) ; these tools are mainly the theory of Calderon-Zygmund singular 
integral operators, the atomic decompositions and interpolation theorems. We develop 
mainly the example of Lebesgue spaces (using the Calderon-Zygmund splitting) and of 
Besov spaces ( using a molecular approach). 

1. Bi-orthogonal wavelets and functional analysis. 

The functional analysis provided by wavelet bases is often given in the following 
presentation. We start from two conjugate filters mo, mô E C00 (1R/21r7l) satisfying 
mo(O) = mô(O) = 1 and. 

(1) 

and define the tempered distributions <p, ip* by their Fourier transform 

(2) and cp*(ç) = Il m~(;) 
j=l 

and the associated wavelets t/J, t/J* by 

(3) 

In all cases we have to deal with, the function m0 (ç)mô(ç) is non-negative-valued ('v'ç E JR, 
mo(ç)mô(ç) > 0) and (1) implies that J cp(ç)cp*(ç)dç ~ 21r (cpcp* being also non-negative­
valued). H J cp(ç)cp*(ç)dç = 21r (which is generally ensured through Cohen's criterion), 
we have 

(4) 

and similarly 

(6) 

L cp(ç + 2k1r)<p*(e + 2k1r) = 1 a.e. 
kE7L 

< t/J(x) I ip* (x - k) >=< ip(x) 1 t/J*(x - k) >= 0 for k E 7l 
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(7) < w(x) j w* (x - k) >= ôk,o for k E 'll.,. 

We know that ip and ip* are smooth fonctions which have a slow growth at infinity 
(:lN Vç, 1 cp(ç) 1 + 1 cp*(ç) l~ C(l+ l ç l)N). Thus we may define operators Pi and Qi 
from S to S' by : 

(8) 

(9) 

[which formally correspond to 

(10) 

(11) 

pif = L 2i < f 1 <p * ( 2i X - k) > 'P( 2i X - k) 
kEZ 

Q i 1 = :E 2i < 1 1 w* (2i x - k) > w(2i x - k) 1. 
kEZ 

Pi and Qi can be extended as operators on the space E ={TE S' /Tisa locally bounded 
fonction and Vj E 'll.,, 

In that case, we have Pi o Pi = Pi and Pi is a projection operator on 

Moreover P;+ 1 o Pi= Pi (since Vi C Vi+ 1) and Pi o P;+ 1 = Pi (since 

~,. ·+1 - ç 
Pi+tf = 0 <=> L- f(f.. + 2k11"21 )ip*( i+l + 2k11") = 0 a.e. 

kEZ 
2 

~... . - ç 
=> L- f(ç + 2k11"23 )cp*(

2
i + 2k7r) = 0 a.e. =>Pif= 0 

kE?Z 

hence Pi(!- Pi+1/) = 0). At last, Q; = Pi+1 - P; and Q; o Q; = Qi. 
Thus, we have "natural" definitions for the projection operators Pi and Q;. Now, if B 

and B* are two Banach spaces of distribution such that we have a duality bracket between 
Band B* induced by the bracket betweenS and S', we may ask the following questions: 
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(i) if Pj(E n B) CE n B, does P; operate on Bas a bounded projection operator? If so, 
we note V; for the range of P; and V/ for the orthogonal space in B* to Ker P;. Note that 
V; C Vj·+1 and V/ C V/+1. 

(ii) Sim.ilarly, we note W; for the range of Q; in B and WJ for the orthogonal space to 
KerQ;. 

(iii) If the distributions cp(2i x - k) belong to B and cp*(2i x - k) to B*, do we have for all 
/EB 

P;f = L 2i < f I cp*(2ix- k) >B,B• cp(2ix- k) 
kE7Z 

where the series converges strongly in B ? And in that case, is the family (<p(2i x- k))ke7Z 
a Riesz ha.sis for V; ? (Equivalently, do the operators P;,11, TJ E l 00 (7.l), Il tJ lloo:5 1, form 
an equicontinuous family of operators on B, where 

P;,11/ = L f/k2i < f I <p*(2.ix - k) > B,B• cp(2.i x - k) ?). 
kE7Z 

(iv) Suppose that the P; are bounded on B. Do we have . lim P; f = f in B for ail / E B ? 
J-++oo 

(This is equivalent to the equicontinuity of (P;);~o and the density of U;e:,z V,-. Note that 
B is separable in that case). 

(v) Do we have . lim P;f = 0 in B? If Bis separable and B* is the dual space of B, this 
3-+-00 

is equivalent to the equicontinuity of (P;)j~O and njE7Z V/ = {O} (and implies of course 
n;ez V; = {O}). Indeed, if (P;);~o is equicontinuous and n;ez V/ = {O}, we write for 
/ E B, Il P;f llB=< P;f l g; >B,B· with Il g; IIB·= 1, and< P;/ I g; >=< f I PJ(g;) >. 
But the range of Pl is V/ ; moreover Il Pl(g;) IIB·~II P; IIB,B, so that (PJ(g,.));~o 
is pre-compact in the weak topology of B*. If g00 is an accumulation point of PJ (g;), 
necessarily g00 E V/, hence g00 = O. Thus we may conclude . lim P; f = O. Conversely, if ,--oo 
. lim P;f = 0 for ail/, we may conclude by Banach-Steinhaus' theorem that the P; are 

3-+-00 

equicontinuous, while if g E nV/ and / E B is such that < f I g >=Il g llB·, Il / l!B= 1, 
we have</ 1 g >=< P;f l g > for alli, hence g = O. 

(vi) If (t/J(2ix-k))ke7Z is an unconditiorial basis for W; for all i, and (cp(2ix-k))kE7Z an 
unconditional ha.sis for V;, if P;f--+ f as i--+ +oo, then we have a Schauder basis for B 

(12) VfEB, f= lim '°'<Jlcp*(x-k)>BB•cp(x-k)+ 
N-+ooL- ' 

kE7Z . 

N 

L L 2i .< f l 1{,*"(2ix - k) >B,B* t/J(2ix-k). 
j=0kE7Z 
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The next question is then to check whether we have an unconditional basis. It is equivalent 
to check the equicontinuity of the operators TE,€ E l 00 (JN) El, l 00 (JN x 7.l), defined by: 

Tf.f = L f.k < f 1 <p*(x - k) >B,B· <p(x - k)+ 
kE:lZ 

+oo 
L L 2; Ej,k < f I VJ* (2; x - k) > B,B" '1jJ(2;:r; - k). 
j=O kE:lZ 

(vii) We have a similar question, when limP;f = f and limP;/ = O, so that / -
+oo -oo 

lim E~-N Q;f, for the family (2il 2 '1jJ(2ix - k));e:lZ,kE:lZ· 
N,M-++oo . 

A way to answer the question of the continuity is often given by the theory of Calderon­
Zygmund operators, a class of operators which have been extensively studied by A. P. 
Calderon, E. Stein, R. Coifman and Y. Meyer [STEl], {COIMl]. 

DEFINITION 1. - A Calderon-Zygmund opera.tor of class € (0 < f. < 1) is a bounded linea.r 
opera.tor T on L 2 such tha.t its distribution kernel K(x, y) E S'(JR x JR) is given outside 
from the diagonal by a Joca.Uy Holderian fonction which sa.tisfies for some constants C > 0 
and f. E (0, 1] 

{13) 

(14) 
1 h If. 1 1 K(x+h,y)-K(x,y) 1 + 1 K(x,y+h)-K(x,y) l:s; c 1 x-y lt+f. for I h I< 2 1 x-y 1-

The point is that the opeators Tf. are often Calderon-Zygmund operators: 

LEMMA 1. - Let 'ljJ,'ljJ* be continuous functions such tha.t for some a,/3 > 0 

(15) I VJ(x) ~ (l+ I ~ l)l+a and j 'ljJ*(x) I< (l+ I ~ l)l+a 

(16) l 't/J(x + h) - 'ljJ(x) l:s;I h 1,8 and I VJ*(x) - 'ljJ*(x + h) 1<1 h jP 

(17) / 'ljJdx = f 'ljJ*dx = O. 

Then for TJ E l 00 (7.l X 7.l} the opera.tor T,, defined by T,,J = E;E7Z EkE:lZ T/j,k2i < f 1 

'ljJ*(2ix - k) > 'ljJ(2i - k) is a Calderon-Zygmund opera.tor of class e0 , where f.o depends 
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only on a and (J. Moreover, the kernel K,, ( x, y) of T,, satisfi.es for some constant Co which 
depends only on a, (J and Eo : 

and 

Il T,, IIP,L 2 < Co Il T/ lloo, sup lx - YI K,,(x,y) I< Co 11 t'J lloo 
z-::fy 

sup I h 1-eol x-y ll+t:o {I K,,(x,y)-K(x,y+h) 1 + 1 K 11(x,y)-K 71(x+h,y) I} 
:c:;éy,lhl< ½ l:c-yl 

< Co li 110 Il• 
Proof. The L2-boundedness is given by the vaguelettes lemma (see chapter 2). The 
estimates on the size of the kernel are classical. We prove for instance the estimate for 
K,,(x + h,y) - K 11(x,y). It is enough to prove that for 2i I h 1~ 1 

A; = L T/j,k2i (,p(2j x - k) -1/;(2i x + 2ih - k))ii,* (2iy - k) 
kE7L 

2i 
~Il T/ lloo Cb (V IX_ Y l)l+t:o 

· · {2; ihl}2 •o 
while for 2' l h I< 1, A; ~Il 'fJ 1100 Cb2' (ûl:c---yf)1+•o and then to sum over j to get the 
estima te. 

Now, to estimate A,·, it is enough to check that : 

1 ,p(2ix - k) - ,p(2i x + 2ih - k) 1~ 

C inf(l 2i I h 1)2 t:
0 

{ 

1 + 1 
} 

' (1+ l 2ix - k j)1+t:o (1+ l 2ix + 2ih - k l)l+t:o 

and 1 ,p*(2iy - k) I< C(i+j 2,y~kj)1+<o, and to sum over k. If 1 2ih 1~ 1, it is a direct 

consequence of (15) and is valid for all eo E (O,a:). If l 2ih 1~ 1, we have by (15), 

. . . C 
l ,p(23 

X - k) -1/;(23 
X+ 23 h - k) 1~ (l+ 12; X_ k l)l+cx 

and by (16), ! ,fJ(2i x - k) - ,p(2i x + 2i h - k) 1~ C 12i h l,B, hence 

,p(2ix - k) - ,p(2i x + 2ih - k) I< (c . l ) >. (12i h n<1->.),B 
- (1+ 121x-k 1)1+cx 

for all À E (o, 1], and thus 
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2. Wavelets and Lebesgue spaces. 

A striking feature of wavelets is the fact that they provide unconditional bases for 
Lebesgue spaces LP (1 < p < +oo ), while Fourier series provide an unconditional basis 
only for L2 • 

The case of L2 is very clear from the results of the preceding chapters : 

PROPOSITION 1. - Let mo, and mô be two scaling filters in H 1l 2+e(JR/21r'll) ( € > O) 
such that m 0 (ç)mô(e)+m 0 (ç+1r)mô(e+1r) = 1 and let cp,cp"' be the associated €-localized 
scalingfunctions. LettP(€) = e-iekmô(f+11")cp(f) andtP"'(ç) = e-ifmo(½+1r)cp*(f). Then 
< cp(x-k) 1 cp*(x - l) >= ôk,l, and the families (cp(x- k))kez U (2U2 ,µ(2i x- k));>o 1cez 
and (cp"'(x - k))kE7l U (2U2tf;* (2i x - k));>o,kEZ are dual unconditional bases of .L2(IR). 
Similarly, the families (2il 2,µ(2i x - k));E;,kEZ and (2;/ 2,µ*(2i x - k));ez,kez are dual 
unconditional bases of L2 • Moreover for f E L2 the three following norms are equivalent : 

(i) (f 1 / 12 dx)l/2 

(ii) (Ekez I< f I cp*(x - k) >12 + Et~ EkEZ 2i I< / l 1/J*(2ix - k) >12) 
112 

(iii) (E;ezEkez l< f lt/J*(2ix-k) >12)

112 

• 

Proof. See chapter 4. Define Op and e; by (Ôpç) = n;=l mo(f,,-)X[-,r,1r}(t;) and 

ê;(E) = n;=l mô(f,,-)X[-1r,1r](t,;-). From (1), we have< Op(x - k) j o;(x - l) >= 61c,e­
We know that Op -+ cp in L 2 and e; -+ cp* in L2 as p -+ +oo, so that < cp(x - k) 1 
cp"'(x - l) >= Sk l· Moroever, we know that cp, cp* belong to L2 ((1+ 1 x l)1+2edx), so that 
P;f = EkEZ 2i < f I cp*(2ix - k) > cp(2ix - k) is well defined on L2• We have seen that 
UV; is dense in L 2 and that nV/ = {O} ; the P; are obviously an equicontinuous family 
since P; = D;PoDT 1 where D; is the isometry D;f = 2il 2 f(2i x - k). Thus we alrea.dy 
have Schauder bases (cp(x-k))ke7lu(2il 2 ,µ(2ix-k));~o,kez and (2il 2,µ(2fx-k));ez,ke1t• 
Moreover t/J, t/J* E H"' for some positive a and f t/J dx = 0 and we may apply the vaguelettes 
lemma in order to prove that 

Il L L À;,k2il 20(2i X - k) Il~< CL L I Àj,k 12 

f EZ kE7l 

with O = ,p or 1/J*. ■ 

We now turn to the case of p =/=-2. For sake of simplicity, we consider regular scaling 
fonctions : 

THEO REM 1. - Let m0 , m~ E C00 (JR/211"7l) be regular scaling filters satisfying 

mo(e)mi(e) + mo(e + 1r)m;(e + 1r) = 1 
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and cp, cp* the associated scaling fonctions (given by (2)) and 'lj;, 'lj;* the associated wavelets 
(given by (5)). 

Let p E (1, 2) and q = ~ the conjugate Lebesgue exponent of p. If for some q' E 

(q, +oo] we have cp* E Lq', then the family (cp(x - k))kE7Z U (2if 2 '1j;(2ix - k));'?:.O,kE7Z is an 
unconditional basis for V' and its dual basis (cp* (x - k))kE:71; ~ (23J2

1r (2i X - k))j'?:,O,kE:71; 
is an unconditional basis for Lq. The same results holds for (2'12 '1j;(23 x - k))fE:71;,kE:71; and 
(2if 2 '1j;*(21x- k));e:;,i;,kE:71;• Moreover we have equivaJent norms N1,N 2,N3 on LP and Ni, 
N;, N8 on Lq given by : 

N,(f) = (/ 1 f I' dx) t/p 

l 

(L I< f I cp*(x - k) >IP) îi + 
N2 (f) = kE:71; l. 

(! (L L 2i I< f l 1P*(2f x - k) >12 X[o,11(2i x - k))idx) P 

i'?:.OkE:71; 
1 

Na(/)= (! (L L 21 I< f I t/J*(2ix- k) >12 X[o,1](2ix - k)) I dx) îi 
jE7Z kE:71; 

and similarly 

N{(f) = (/ 1 f I' dx) t/q 

1 

( LI< f I cp*(x-k) >lq)i + 
N;(f) = kE7Z l. 

(/ (L L 21 I< f l 1P*(23x - k) >12 X[o,11(23x - k)) idx) q 

i'?:.0 kE7Z 
1 

N;(f) = (! (L L 2i I< f l 1P*(2i x -k) >12 X[o,11(2f x - k)) f dx) i. 
jE:71; kE7Z 

REMARKS. - (i) If p E (2, +oo ), just interchange cp and cp*, and p and q. 

(ii) For p = 1 or +oo, we cannot have a similar result since L1 and L00 don't have 
unconditional bases. See below for the discussion of the case p = 1 for the norms N 2 and 
Na. ■ 

Proof. By assumption, we have cp, cp* rapidly decaying at infinity in L 2 : Vk E JN, 
xkcp and xkcp• E L 2 • We get easily that xkcp E v" for ail p" E [1, 2], while xkcp• E Lq" for 
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ail q" E [ 1, q'). Indeed, we have for q" < 2 

11/2( )1-~ ,, 2.1: 2N q dx 2 

/ 
1 xk<p* lq x < (! xq71 {1+ I x 1) 7 I <p* 12 dx) J 2 N , 

(1+ l X 12-qll 
,, 

and we conclude by choosing N > 1 - \- ; for 2 < q" < q1 we have 

a1;-2 ~ 

/ 1 xk<p* lq'' x < (! 1 <p* lq' dx) 
9 

-:2 (/ 1 x lkq" /::q\, I <p* 12 dx) 
9 

-:i • 

Thus we get that P; is well defined as a projection operator from LP onto V; 

Il L ck<p(x - k) Il~ 
k 

< J ( ~ 1 e, I' (1+ 1 x - k l)Np I v,(x - k I') ( ~(l+ 1 x - k 1)-Nf dx 

<Il L{l+ 1 X - k 1)-Nq 11&11 (1+ 1 X l)N <p IIP LI Ck lp 
k k 

and we conclude by choosing N > ¼ ; similarly we get 

Il L ck<p*(x - k) 11::5 CL I ck lq • 
k k 

The family (P; );E7Z is equicontinuous on LP since P; = DJ oPooDi 1 with D; f = 2~ j(zi x) 
(so that D; is an isometry of LP). The density of UV; in LP and UV/ in Lq is easy : if 

0 E UV; .L, choose w E C~ such that Il O - w llq< e Il (} llq (hence < 1,:e Il w llq) and write 

I< w I P;((sgnw) 1 w lq-l) >l:5 
1 
~ e Il P; IILP,LPII w Ili; 

since w and (sgnw) 1 w lq-lE L 2 , we get . lim < w I P;(sgnw I w lq-l) >=Il w Ili and 
1-+oo 

thus, if e is small enough, w = 0 and 6 = o. Similarly, njE7Z V; = 0 in LP and njE7Z V/ = 0 
in Lq is easy : since we have l.P c l 2 , we know that V; c L 2 and thus n;e:;,z V; = {O} is a 
consequence of the same property in L2 

; then we know that for all / E Lq, . lim P,~ f = 0 
3-+-00 

in Lq, and thus n;E:?Z V/ = {O}. 
We thus know that we have Schauder bases for LP (cp(x - k))ke:?Zu(2il2 tj;(2i x -

k));2:o,ke:?Z or (2il 2tf;(2ix - k));e:?Z,kE:?Z• In order to prove that they are unconditional, 
we will study the operators 

u,,J = L L r,;,k2i < f I tJ;*(zi x - k) > 0(2i x - k), r, e l 00 (7L x 'IL) 
j k 

v,,J = L L r,;,kzi < f I tJ;(2i x - k) > 0(2i x - k) 
i k 
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where 8 = X[o,1; 21 - X[i/ 2 , 11. We will show that for some constant C > 0 

(18) 

(19) 

From (18) and (19) we conclude easily that we have unconditional bases for Il' or Lq. 
First, we sum estimate (18) for all r;,k = ±1 : 

and thus 

/ [ f I U,,f(x) 1~ d11] dx < CP Il f Il: • 
J{-1,l}Z 

We then use Khintchin's inequalities to get : 

and thus Ns(f) < C II f IIP. Similarly we have N3(f) < C Il f llq. 
Moreover we have for f E L 2 n LP and g E L 2 n Lq : 

< f l g > = I: I: 2f < f l 7/J*(2i X - k) >< 7f.,(2i X - k) 1 g > 
j k 

hence 

= f I: L 4i < f l 7/J*(2i x - k) >< 7/J(2i x - k) 1 g > X[o,11(2i x - k)dx, 
j k 

< Ns(f)N;(g) 

Thus 11 / IIP< CNa(/) and li g llq< CN 3(g). The equivalence between Il f IIP and Ns(/) 
gives the unconditionality of the basis (2il 27f.,(2i x - k));EZk,kE7L• 

We now prove (18) and (19). This will be done by a tool commonly used for proving 
LP continuity of Calder6n-Zygmund operators, namely the Calderon-Zygmund splitting of 
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a fonction f into f = g + b where the "good" fonction g has small L2-norm and the "bad" 
fonction b has small support and oscillates. 

We first prove (18) and (19) in the case where t/; and t/;* are compactly supported : 
Supp1j, U Supp1j,* C [-M,M] (M > 1). For proving the continuity of V11 on Lq, we shall 
prove that V11* (the adjoint of V17) is of weak type (1, 1), hence due to the Marcinkiewicz 
interpolation theorem and since V11* is bounded on L 2 [due to the vaguelettes lemma] we get 
that v; is bounded on Lr for all r E (1,2), hence V11 is bounded on Lr for all r E [2,+oo). 

We suppose Il rJ lloo~ 1. In order to show that V11* is of weak type (1, 1), we have to 
show that for some constant C we have for all € > 0 and all f E L 1 

(20) 

This is done by using the Calderon-Zygmund splitting of f : define n as the union of those 
dyadic intervals I;,k = [ f,, kiil] such that ~ f 1. 1 f I dx > € and decompose n in 

1~,,1:1 ,,,. 

maximal dyadic intervals n = Uc;,k)EA I;,k ; then b is defined as 

b = L fXI;,1,. - (
1 
I~ I 1 f dx) XI;,1,.• 

(j,l.)EA 3,k J;,k 

Since I;,k is maximal, the dyadic interval 1;,k of length 2-i+l containing 1;,k is not con­
tained in O, and thus fi;,1,. 1 f I dx ~ 2€ 1 I;,k 1. Thus g = f - b satisfi.es Il g 1100 < 2€ (since 
1 f I< f on JR\11) and 

/ 1 g I dx = 1 111 dx + L 1 1 f dx 1<11 / Ili • 
JR.\O (j,k)EA I;,1,. 

The 1;,k, (j, k) E A, are disjoint and we have 

Write V,t f = V11*g + V11*b. We have obviously: 

v; (1x1;,1,. - ( I 1~ I f f dx)x1;,1c) 
3,k J I;,k 

lt,rCI;,k 

and thus 

* ( 1 1 ) [k - M M + 1 + k] -Supp V11 fx1;,1,. - I I- I ( / dx)x1;,1: c 2; , 2; = I;,k 
3,k I;,k 
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and 

1 Supp VT/*(b) !$ L I Îj,k !$ (2M + l)! 11 f I dx. 
(j,k)E.A € n 

We thus get: 

1 1 {x ER/ 1 VT/*(f)(x) I> e} l$ (2M + 1)- Il f Ili+ 1 {x ER/ 1 VT/*g(x) I> e} 1 
€ 

< (2M + 1)! Il/ ll1 + 
1
2 Il VT/*g Il~ 

€ € 

and, since V11* is bounded on L2 (with II V11* ll2,2 bounded by C Il f/ lloo) and Il g Il~$ 
Il g llooll g lb$ 2€ Il f Ili, (20) is proved. 

Similarly we prove that U11 is of weak-type (p",p") for any p11 E (p',p): 

(21) 
p" Il / llp11 

1 {x ER/ 1 U11f(x) I> e} I< Gp" eP" • 

In order to prove (21), we follow an idea of Gripenberg [GRI2] and use a modified Calderon­
Zygmund splitting of f, adapted to the wavelet basis. We define O as the union of those 
lj,k such that f 1."' 1 f jP" dx > € 1 Ij,k I and decompose O as the union of the maximal 

J, 

dyadic intervals contained in n : n = U(i,k)EA Ij,k• Then b is defined with help of the 
projection operators Pj as : 

b = L f xr,.,1c - Pf (fx1,-,1c)­
(i,k}e.A 

The point is that for this choice of b we have : 

so that, once again, Supp Uri(b) C U(i,k)EA [ k2,M, k+~±l] and I Supp U11(b) l::5 
(2M + 1) ll~~R~~. 

Thus (21) will be proved when we have proved that Il g Il~< C Il f 11:;; € 2-P". This is 
quite obvious. We have : 

Pj(!Xf,k) = L 2i < fxr,-,1c I cp*(2i x - r) > cp(2i x - r) 
rE:7.ü 

where we know (chapter 3) that cp and cp* can be chosen with compact support (say that 
Suppcp U Suppcp* C [-M,MJ). Since cp* E Lq", we get 

I< fxr,-,1c 1 ~*(2ix - r) >1<11 fxr,-,1c llp11 Il cp* llq11 2-i/q" < e2-i Il cp* llq11 21/P", 
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and since < fXI;,1c I cp*(zix- r) >= 0 if I k- r 1~ M + 1, we have: 

1 Pj(/Xj,k) ,~ Cf. L 1 <p 1 (zi x - k - r) = Cf.4?(zi x - k). 
lrl::;M 

Thus we have 

1 g(x) l~I f I XlR\LJ" I;,1; + L Cf. <P(2ix - k). 
(j,k)EA 

Il Il 

On JR\O, 1 f(x) 1~ e and thus JlR\n If 12 dx ~ e2-P II f 11:,, . For estimating 

Il LA f.4?(2ix - k) 112, we note that 4? is compactly supported and belongs to Hcx for some 
a > 0 (because <p does); now we write <P = <P1 + <P2 where 4?1 E C~, Supp 4?1 c [O, 1] 
and J 4?2 = 0 ; the functions ép 1 (zi x - k), (i, k) E A, have disjoint sµpports, while we may 
apply the vaguelettes lemma (chapter 2) to ëp2 , and thus we get: 

and (21) is proved. 
The proof of (18) and (19) for rapidly decaying 1P and 1"* in L2 (instead of compactly 

supported wavelets) is quite the same. The point is that we cannot have I Supp V11*(b) I< 
+oo or I Supp U 11 ( b) 1 < +oo any more. This will be replaced by estimates ~f the type : 

(23) { _ 1 U11 (b) IP" dx < C II f 11;:: and II g Il~< C Il f 11::: f.
2-rl' 

jR\O 

and (20) and (21) will then be proved by : 

· 1 {x/ 1 v;cn I> e} 1 <I fi 1 + 1 {x <t fi/ 1 v,,*(b) I> 1} I + 1 {x ri. n/ 1 v;(g) I> i} 1 

SI fi 1 +~ f _ 1 v,,*(b) 1 dx+; Il v,,*g Il~ 
e JR\n e 

and similarly 
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Estimate (22} is easy. We use the classical Calderon-Zygmund splitting f = g + b for 
/ E L 1

. We have seen that Il g lloo~ 2e and Il g ll1~1l f Ili so that Il g Il~~ 2e Il f Ili. Now 
we write: 

L T/t,r2l < !XI;," 1 0(2lx - r) > tf;(2lx - r) < 
lt,rCI;,k 

~ 1 1 f(y) 1 L 2lX[o,11(2ly - r) 1 tf;(2lx - r} 1 dy. 
l;,k lt,rCl;,k 

Now tf; has rapid decay in L 1, hence JR\n 2t I tf;(2lx - r) 1 dx < Il xN tf; ll1 s~p 12z:i:~rlN and 
n 

we have of course lx- iz-1 > 2~, hence l 2tx - r 12:: 2t-i, so that 

We now tum to estimate (23). We use the modified Calderon-Zygmund splitting f = g + b 
for/ E LP". The estimate on li 9 ll2 remains quite easy. On JR\O, we have 1 / I< e and thus 

JR\O I f 12 dx ~ e2
-p" 11 f 11:,, • Thus we have only to deal with 91 = E(i,k)EA P;(/X.1;,,.). 

Il Il Il 

But we know that <p* has rapid decay in Lq (q" = #=ï) and that II fX1;," 11:,,< 
2eP" 1 I;,k 1, hence : 

l 91(x) 1~ CNf. L <1?(2ix - k) 
(;,k) 

where <J?(x) = Erez(l+ 1 r n-N 1 <r>(x - r) 1 • <P satisfies IX 1N-l <P E L 2 and <P EH"' for 
some a> 0 (since <p EH"' and has rapid decay in L2

); thus writing <J? = <1?1 + <1?2 where 
Supp <1?1 C [O, 1] and J <1?2dx = O, we obtain again by the vaguelettes lemma Il 91 Il~< 

2 2- Il p11 

Ce Ec;,k)EA I I;,k I< Ce P Il / llp" . 
We now turn our attention to f m.\n I u,,, (b) IP" dx. We write 

U11(b) = L L L T/t,r2l 1 f(y)ifi*(2ly - m)dy0(2lx - m), 
(j,k)EA l?:_j rE7l I;,k 

and thus 

1 U11(b) I= L L L 2t(j I f(y) Il ifi*(2ty- r) 1 dy)x10,11(2tx - r). 
(i,k)EA l?:_j AEZ I;,k 

Now we fix p E (p',p") and q = p~l ; tf;* has rapid decay in Lfi so that for all NE lN 
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IU,,(b)I 

:s; L L L L 2l /, 1 f(y) 1 ii"i* (2ly - r) 1 dyx10,1] (2lx - r) 
(j,k)EA l?:_j rE7Z lt.,r+mCI;,k lt.,r+m 

1 

:s; L L L L (i I 1 
1 / 1 f(y) IP dy) i3 (l+ I ~ l)NX[o,11(2lx -r). 

(i,k)EA l?:_j rE7Z lt,r+mCI;,k l,r+m lt,r+m 

We introduce the maximal fonction 

Then 

1 ( 1 / - )t 1 
(l+ 1 m l)N I lt,r+m I J It,r+m I f(y) IP dy < C (1+ 1 2lz - r l)NMpf(z) 

for all z E lt,r+m, hence : 

1 U"(b) 1 < C L L L j 2lMp/(y) (1+ 12t~ - r l)NX[o,1](2lx _ r)dy 
j,k)EA r lt,r+mCI;,k lt,r+m 

< C' L L j Mpf(y) (1+ 1 2t~l- x) l)N dy 
(;,k)EA lt,mCI;,k lt,m 

= C' _L ~ i. Mp/(y) (1+ 1 2t~l - x) l)N dy 
(3,k)EA l?:_3 ,,k 

< c" L r Mpf(y) i i( ~ ) INdy. 
(;,k) J I;,k 2 y X 

But if we look at the operator 

we have clearly 

f _ 1 F(x) 1 dx < C 11 F(y) 1 dy 
Jm.\n n 

(since fm.iC 12, ~~~)IN < C for y E I;,k), while f m.\n I F(x) 1
2 dx :s; Cf O I F(y) 1

2 dy 

we have for X 't n, 

J, 2i dy 2i/2 
1 I;,k F(y) l 2i(y - x) IN 1::; C Il Fx1;,k lb (1+ l 2ix - k l)N/2 
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and one more time we may use the vaguelettes lemma. Thus, we may conclude by inter­
polation that 

f _ 1 F(x) lp" dx::; c f l F(y) lp" dy, 
JR\n ln 

which gives 

f I u,,(b) lp" dx < c f I Mpf(y) lp" dy < c j 1 ! lp" dy 
lm.\n ln 

since Mp is bounded on L 8 for all s E (p, +oc]. 
Theorem 1 is proved. ■ 

3. H 1 and BMO. 

We now turn to the case p = 1. 

THEOREME 2. - If cp and cp* are regular dual scaling fonctions such that they have rapid 
decay in L 00 and belong to ca for some a > 0, then the following inequality holds for any 
/ E H 1 (real Hardy space) 

(24) ~ Il f IIH1 < N(f) = f (E E 4i I< f l 'I/J*(2i x- k) >12 X[o,11(2ix- k)) 
112 

dx 
jE'O, kE'O, 

::; C li f IIHl 

and similarly for any f E BMO 
(25) 

( ) 

1/2 

~ Il f !IBMo< N*(f) = s~p I ~ I E 2i !< f l 'I/J(2ix -k) >12 
::; C Il f IIBMO 

l;,kCI 

(where the supremum runs over the set of al] intervals 1, and lj,k = [~, kiil ]). 

REMARKS. - i) For cp = cp* = X[o,iJ (the Haar system), theorem 2 is not true. We have 
to replace H 1 by HJ, the dyadic Hardy space which is associated to dyadic martingale, 
and BMO by BMOd, 

ii) If we look at the basis (cp(x- k))kE'O, U (2il 2 '1f.,(2i x -k))n~o,ke'O, instead of (2i/2 '1f.,(2i x­
k));e'O,,kE7Z, we cannot obtain a basis for H 1 (indeed, cp ft H 1 since J cp dx =/= 0). We obtain 
a basis for the local Hardy space h 1 of Goldberg, and its dual the local bmo space [GOL]. 

Proof. We recall first some properties of H 1 and BMO (which are to be found in the 
celebrated paper of Fefferman and Stein [FEF]). 

H 1 is the space of the fonctions f E L1 such that the-Hilbert transform Hf of f is 
integrable (where Hf = f * V.P. ;x), equipped with the norm Il f Il Hl= Il / li 1 + Il Hf li 1 • 
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The atomic characterization of H 1 is the following one : f belongs to H 1 if and only if 
there exists a family of intervals (In)nEN, a family of atoms (an)neN associated to (In) 
(i.e. Supp an C In, 11 an ll2:$I In 1-1/ 2, f andx = 0) and a family of scalars {.Àn) E l 1 such 

that : f = E!~ .Ànan, and moreover the norm Il f IIH1 is equivalent to the infimum of 
I:6°00 

1 .Àn I over all atomic decompositions f = I: .Ànan, 
BMO is the dual space of H 1 and is the space of locally integrable fonctions such 

{ } 

1/2 · 
that Il f IIBMo= s~p m fr 1 / - m f f dx 12 dy is finite. This is a space of fonctions 

modulo the constants (111 IIBMo= 0). [Notice that the duality between BMO and the 
atomic H 1 space is obvious : for any intervalI and a E L2 (I) with f a dx = 0, we have 

I< a If >l:$11 a ll21 I 111211 f IIBMO, hence I< E .Ànan 1 / >l:$ (I:!~ 1 .Àn 1) Il / l!BMO if 
(an) is a family of atoms]. 

An usefol notion is the notion of a molecule, an elementary fonction which can be 
easily decomposed into atoms [COIWE], [FRJW]. 

LEMMA 2. - For f > O, an f-molecule is a fonction m such that for some x0 E R and 
some .À> O, f (1 + À I x - xo 1)1+e I m(x) 12 dx < .À and f mdx = O. 

(i) lfm is an e-molecule, then m E H 1 (Hardy space) and Il m l!H1:$ Ce, 
(ii) If T is a Calderon-Zygmund operator of class e, then for any atom a associated to an 

interval I = [xo - )., xo + ).] (i.e. Supp a CI, Il a ll2:$! I 1-1/ 2 , fa dx = 0) and for any 
0: < E : J (1+ 1 .À(x - xo) 1) 1+ 2

0: 1 Ta(x) 12 dx :$ C(T, o:, e).À. 

Thus if every atom satisfies f Tadx = 0 (which is usually written as "T*(l) = 0"), 
then T is bounded on H 1• 

Proof of the lem.ma. m is a molecule associated to À = Ào and xo = Xo if and only if 
m = ÀoM(>.o(x-Xo)), where Mis a molecule associated to À= 1 and xo = O. Thus in (i) 
and (ii) ( due to the invariance through dilations and translations of the atomic H 1-norm 
or of the estimation on the kernel of T) we may assume À = 1, x 0 = O. 

Point (i) is easy. We write m = EkeN mxrk where ro = [-1, 1] and rk = [-2k,2k]\ 
[-21c- 1 ,2k- 1J for k > 1. Then we have 

thus 
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The atom.ic H 1-norm of m - m 0 is thus controlled by 

+oo k +oo +oo +oo 

I: 1 L I r P 1 >.p I= L I I: 1 r P 1 >.p I< c L z-k½ < +oo. 
k=O p=O k=O p=k+l k=O 

Point (ii) is easy as well. Suppose Suppa C [-1,1], Il a ll2< .)ï and J adx = O. Then 

f~3 1 Ta 12 dx <Il T llt 2 II a Il~<½ Il T llt2 • Moreover, if x (/. [-3,3], we have 

Ta(x) = /_
1

1 
K(x, y)a(y)dy = /_

1

1 
(K(x, y) - K(x, O))a(y)dy, 

hence 

l ( 1 ) 
1

/
2 

1 Ta(x) 1~ .Jz /_
1 

1 K(x, y) - K(x, 0) 12 dy ~ 

1 1 (JI ) l/2 
< .Jz IX 11+e -1 1 Y 12e dy G(T) 

and thus 

f I x 11+20 1 Ta(x) 12 dx ~ G'(T, €, a) 
jIR\[-3 13) 

provided that a < €. Thus lemma 2 is proved. ■ 

Proof of theorem 2 {continued). Using lemma 2, we see that it is enough to prove 
theorem 2 for compactly supported wavelets t/J, t/J*. Indeed, if we may prove it for a pair 
of compactly supported wavelets t/Jo, t/Jô, we look (for the wavelets t/J, t/J* of theorem 2) at 
the operators 

and 

Tf= LL2i <f lt/J;(2ix-k) >t/J(2ix-k) 
j k 

U f = L L 2i < f 1 ,J, * ( 2i x - k) > ,J,0 ( zi x - k). 
j k 
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Lemma 1 guarantees that T and U are Calderon-Zygmund operators, and lemma 2 guar­
antees that they operate boundedly on H 1 and on BMO. (For BMO, prove that T* and 
U* operate boundedly on H 1); moreover T = u- 1• Thus the sequence space 

(which is the space of coefficients of functions of H 1 in the basis (2i~2f/;o(2~ x-k));E7l,kE7l) 
is as well the space of coefficients of H 1 functions in the basis (2'12v,(2'x - k))iE7l,kE7l, 

( )
1/2 

and similarly for the space B = {(µ;,k)/ s~p fzr Ei;,kCI 1 µ;,k 1
2 < +oo} which is the 

space of coefficients of BMO functions in the basis (2il 2v,ô(2i x- k)) or (2il 21J,*(2i x - k)). 
Now for proving (24) and (25) it is enough to prove : 

( 
. . ) 1/2 

ii) s~p Th E1,-,kc12' I< f I f/;(2' x - k) > ~ C Il f IIBMO 

iii) for (À;,k) EH and (µ;,k) E B, E; Ek I Àf,k Il µ;,k 1~ C Il Àj,k IIHII µ;,k IIB • 

i) is obvious via Khinchin's inequality and lemma 2. Choose any w E C~ such that 
J w dx = 0 and w = 1 on [O, l]. Then define T,., for rJ E {-1, 1}7lx7Z by 

T,,f = L L 11;,k2i < f If/;* (2i x - k) > w(2ix - k). 
i k 

Then Il T,.,f Ili< C Il f IIH1 where C doesn't depend on fJ. Thus we have: 

and Khinchin 's inequality gives : 

Thus, i) is proved (since x(x) ~I w(x) 1). 

ii) is easy to prove when t/J is compactly supported. Indeed if I;,k CI= [x1-R1,x1+ 
R1] then -

Suppv,(2ix- k) c Î = [x1 - (M + l)R1,x1 + (M + l)R1] 
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(if Supptf, c [-M,M]) and thus 

< f I tf,(2i X - k) >=< fXï I tJ,(2i X - k) >, 

so that (since f t/; dx = 0) : 

~ 2i 1 < f I tJ,( 2i x - k) > j2 = ~ 2i 1 < f X Ï - ~ h f dx I tJ, ( 2i x - k) > 12 

I;,1cCI I;,1cCI 1 1 I 

< C Il fXï - j h f dx Ili::; C I Î Ill f ll~Mo::; C(M + 1) 1 I Ill f lltMo • 

iii) is a classical lem.ma in harmonie analysis, related to the so-called Carleson measures 
[COIMl]. We defi.ne EN as 

and 

Then we have 

We write 

EN= {x/ L L I Àj,k 1
2 

XI;,1c (x)2i > 4N}, 
i k 

HN = U1 . 1cEG I; k = U1 . ea· I;,k, where GN is the collection of maximal dyadic inter-
,. N ' 3,k N 

vals (for inclusion) among the elements of GN. Then 

::;11 µ 11i L I le,q 1=11 µ 11i1 HN 1. 
lt,qEGj., 

Similarly 
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Since I;,k E GN, we have I I;,k n EN+1 I< ½ 1 I;,k 1, hence 

and we have proved : 

LLI Àj,k Il µ,i,k I< v'2 liµ, IIB :E2N+l I HN 1. 
i k N 

E E I Àj,k Il µ,;,k 1 < 4V2 liµ, IIB E 2N I EN 1 
i k N 

< svz 11 µ, IIB E2N I EN\EN+1 1~ sv'ï 11 µ, 11B11 >. IIH. 
N 

Thus, theorem 2 is proved. ■ 

REMARK. - This proof gives a way to exhibit an atomic decomposition for / E H 1 • Write 

where G N and G'iv are defined as before. Then if t/J and t/J* are compactly supported, we 
get that 

at,q = 

has its support contained in Ît,q = [q-;t-1', q+~+l], while J ae,qdx = 0 and 

so that c 2il1t,q I at,q is an atom, whereas 
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If t/J and 1/J* are no more compactly supported, but have rapid decay in L 2 , then 

1 
czN II lat.,q l,q 

is a molecule. ■ 
4. Weighted Lebesgue spaces. 

Theorem 1 can be extended to more general spaces of integrable fonctions. However, 
one must introduce restrictions on the weight of the Lebesgue space in order to get an 
unconditional wavelet basis for V ( w dx). 

DEFINITION 2. - For p E (1, +oo), a positive fonction w(x) belongs to the Muckenhoupt 
class Ap if for any interval 1 we have 

for some constant C. Similarly, w E A 1 if: 

s~p I ~ I (Ir w dx) ess.x~~pp. ! < +oo. 

THEOREM 3. - If p E (1, +oo) and w E Ap, then if <p and <p* are regular dual scaling 
functions with rapid decay in L 00 and belonging to ca for some a > 0, the associated 
wavelet basis (2il 2 t/;(2i x-k));e'll,,kE'lZ is an unconditional basis for LP(w dx) and the norms 
Il f IILP(w dx) and 

( J l"f I; 4i I< f 1 ,J,' ( 2'° z - k) > 12 X(o,1] (2; z - k ))Pl2w(z)d:c) l/p 

are equivalent on LP(w dx). 

Proof. The proof is essentially given by the continuity of the Calderon-Zygmund 
operator on LP(w dx) if w E Ap (see [MEY3}, chapter 7). Thus we have for f/ E {-1, l}'ll, 
and w E C~, w = 1 on [O, 1] and J w dx = 0 : 

J ( 2:1: 4f11;,• < f 1 ,J,'(2iz - k) > w(2f x- k) r dw(z)d:c < C(w) J If I' wd:c 

where C(w) doesn't depend on T/· One more time, Khinchin's inequality gives 
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and we may use X(O,l] <I w 12 • Similarly w-~ belongs to A~, and thus 

Cf 1 / j#ï w(x)-~ dx. 

This gives the equivalence of norms on LP(wdx) (using the duality between LP(wdx) and 
L~ (w-j,!Tdx)). ■ 

The restriction "w E Ap" is unavoidable, even for the far less restrictive condition: 
"the P;, j E 'li.,, are equicontinuous on .V(w dx)" instead of the unconditionality of the 
wavelet basis. More precisely, let's define for a positive fonction w(x) the function o:w(R) 
by: 

1/p l!.=.1. 

aw(R) = sup ( f w dx) ( f w-j,!T dx) P • 

IIl=R lr lr 
Then we have : 

THEO REM 4. - Let p E (1, +oo) and let <p, <p* be compactly supported dua.1 sca.Iing 
fonctions which belongs to some C°', o: > O. Then : 

(i) For each i E 'li.,, P; is bounded on LP(w dx) if and only if o:w(2-i) < +oo. (Moreover, 
if o:w(Ro) < +oo), then o:w(R) < +oo for every R > O, so that if P; 0 is bounded, then any 
P; is bounded). 

(ii) (P;);~o is equicontinuous on LP(w dx) {or equiva.Iently Pois bounded on V(w dx) and 
P;J--+ fin LP(wdx) for any f E LP(w dx) as j--+ +oo) if and only if sup o:w(R) < +oo. 

IRl:9 
Moreover, this condition is equivalent to the unconditionality of the basis 

(cp(x - k))kez U (2il 2 t{J(2ix - k));~o,kez in LP(w dx), 

and in that case II f IILP(w dx) is equiva.lent to: 

+ (I: I< f I cp*(x - k) >lp rk+l w(x)dx) l/p. 
kEZ jk 

(iii) (P;);ez is equicontinuous on LP(w dx) (or equivalently Po is bounded on LP(w dx), 
P;f--+ f as j--+ +oo, P;J--+ 0 as j--+ -oo) if and only if sup aw(R) < +oo (i.e. w E Ap)-

. R 
This condition is equivalent to the unconditionality of (2il 2 t{J(2i x - k));ez,keZ• 
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This theorem is proved (for 'P = ip•) in [LEM8]. 

5. Besov spaces. 

The case of Besov spaces has been recently treated in an enlightening paper of G. 
Bourdaud [BOR]. Our approach will be slightly different. We want to include the Dirac 
mass 8 in the class of admissible scaling distributions, so that we drop the usual Calderon­
Zygmund operator analysis, and use instead a "molecular" analysis, where the molecule is 
adapted to the Besov space. 

DEFINITION 3. - i) A bump element of a Besov space B:•P (s E lR, p,q E [1, +oo]) is a 
distribution w such that w has rapid decay in B:•P (Vk E lN, xkw E B; 1P) and w belongs 
to B:+e,p for some f > O. 

ii) A regular molecule in B;,P is a distribution w such that w is a bump element of B;,P 
and f :i/'w dx = 0 for O ~ k < -s. 

LEMMA 3. i) If w is a bump element of B;,P then for any (.\k) E lP, Lke?ü Àkw(x - k) 
(which converges in S1

) belongs to B;,P and 

(26) 

(where C depends only on w,s,p and q). 

ii) If w is a regular molecule in B:•P then for any sequence (l;,k)i?.O,kE7L such that 

the sequence 

. 1 

(
L2i(s-;+½)q(L l l;,k lp)qfp) ii < +oo 
j'?_O kE;!l; 

L L 2ff2.x;,kw(2i x - k) 
j'?_OkEZ 

converges in S' to an eJement of B:•P and : 

(27) Il L L zil 2.x;,kw(2ix- k) !IB;,,,< 
i?:.O kE?h 
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Before proving lemma 3, it will be convenient to prove some preliminaÎ:y results on 
bumps and molecules. 

LEMMA 4. - Let s E JR, p, q E [1, +oo] and w E B;+e:,p for some € > O. 

i) Let 'Y E C~(JR) such that Ekez '"'f(x- k) = 1. Then w is a bump element of B;,P if and 
only if the sequence (11 '"'f(x - k)w(x) IIB••P) is rapidly decaying: 

q 

\/NE lN, 

Moreover in that case xN w is a bump element of B;•P for ail N E lN. 

ii) The Fourier transform of a bump element w is a C00 fonction and can be computed as 
w(e) = EkE7Z < W'"'f(X-k) 1 eize >e,coo where EkE7Z '"'f(X - k) = 1 as in parti)). 

Thus w is a regular molecule if and only if w(O) = :ew(O) = .. • :;; w(O) = 0 with 
N = [-s}. 

iii) The derivative of a bump element in B;,P is a bump element in B:-l,p. Converse]y, a 
bump element w in B;,P is the derivative of some bump element in B;+l,p if and only if 
w(O) = O. 

Proof of Jemma 4. i) is obvious. Recall that a fonctionµ E cK where K >I s I is a 
pointwise multiplier of B:,P : 

(28) 

Thus 

while 

Il xN w IIB:•" < L Il xN '"'f(x- k)w IIB:•" 
kE7Z 

K Bi 
< CL Il '"'f(x - k)w IIB:•P L II a7(xNr(x - k)) lloo 

kE7Z j=O X 

< Cfv. L (1+ 1 k l)N-11 '"'f(x - k)w IIB;,P 
kE7Z 
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sir~ 
-0 

!, 
where r E C:;c> is such that r = 1 on Supp')'. ë;:; 

~~ 
~1Y ()~ 

ii) From point i), we see that Lkw,(x - k) converges to w in B:•P (and s1m1 arly 

Lk xN w,(x - k) to xN w), so that w is the limit of Lk w7(x:- k) in S'. We have only to -prove that we have uniform convergence on any compact of IR of Lkw"Y(x- k)(e) (for 
the uniform convergence of derivatives, replace w by xN w). 

Choose again r E C:;c> such that Ï'-y = 1, and write : 

1 W')'rx:-k)(ç) l=I< w-y(x- k) 1 r(x- k)eize >I< 
Il w-y(x - k) IIB•,PII r(x - k)ei:ce IIB-••P' 

q q' 

where p' = 0, q' = ~- Then notice that we have (using (28) again) : 

Il r(x - k)é:ce IIB-••P'=II r(x)éxe IIB-••P,< C li r IIB-••P' (l+ l ç l)K. 
q' q' q' 

iü) We notice first that for a bump element w of B;,P and a C00 function 0, the 
sequence Il tJ(x- k)w IIB••P has rapid decay (same proof as for i), hence, writing 

q 

d d d Il 7(x - k)-d w llB•-1,p ::;Il -d b(x - k)w) IIB•-1,p + li w-d -y(x - k) l!B•-1,p 
X 9 X q X q 

< C (Il -y(x - k)w IIB;•P + Il w :x -y(x - k) IIB;,P) , 

we get that 11--y(x-k) ~~ IIB•-1,p has rapid decay if w is a bump element of B:•P. Conversely, 
assume that w is a bump :1ement of B;,P such that w(O) = O. Write w-y(x - k) = CX.k + 
(f w,(x - k)dx) "'f(x- k) = CX.k + eey(x - k). Then (ek) is a rapidly decaying sequence, so 

that 01 = Lk Ek,(x-k) E S(JR); moreover f 01dx = Lk Ek = f wdx = 0, thus Oi(O) = 0 - -and n~!e) = 02 E S'(JR): 01 = fx02 with 02 E S(JR), so that 02 is a bump element of 
B;+ 1,P. We now turn our attention to w1 = Lk CX.k. If we look at cx.k(x+k) = /3k, we see that 
Supp/3k C Supp-y and< f3k 11 >= 0; hence f3k = f:cBk where SuppBk C< Supp--y > 
(the convex closure of Supp-y) ;moreover Il Bk IIB•+i,.t>< Cp,q II f3k IIB••P (since f3k is 
supported in a fixed compact set), and thus li Bk 1rB:+1,p< C Il --y(x - k)w IIB:·" ; then 
we get w1 = Lk f:cBk(x - k) = fzw2 where W2 = Lke?Z Bk(x - k) is a bump element of 
B;+1,P. ■ 

Proof of lemma. 3. i) is easy. If w is a bump element of B;•P and w E B;+e,p; then w 

is a bump element of B;+½,P : using the Littlewood-Paley-Stein characterization of B;,P 
(i.e. choosing 90 and 81 E C00 such that Supp0 0 c [-2,2], Supp0 1 c (-4,-1) U (1,4) and 

l Do 12 + Lj~ 1 01(f) 12= 1, we define· Sof =I Oo 12 Î and M =I 81(ï)-) 12 Î; then 
/ E B;•P if and only if/ E S', Bof E LP and (2is Il fl;f llp);~o E lq(JN) and Il f IIB;•" is 
equivalent to Il Bof IIP + Il 2is Il A.;/ llpllt:q), we see easily that for a E (ü,e), 
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while li f IIB•+½,P~ Ca,. Il f IIB;+a,p for a E (f,€); putting f = "Y(x - k)w, we see that w is 
P s+~ 

a bump element of Bp 2 ,P. 

Now, in order to prove (26), it is enough to prove (writing u = s + ½) 

(29) Il L Àkw(x - k) IIB;,P~ Cw Il Àk lltP for w a bump element of B;•P. 
kE7l 

But when p = q we may localize the calculus of the norm B;•P : if "Y E C~ is such that 

Ez,; ,y(x - k) = 1 then II f IIB"'•P is equivalent to (Eke7l II f"'f(x - k) 11~ .. ,P)¼. Hence we 
p p 

have: 

Il L Àkw(x - k) 11~;,P 
kE7l 

~CL Il L 1(x - p)),kw(x - k) 11~;,P 
pE7l kE7l 

~CL (L I Àk Ill w,y(x - P + k) IIB;,P )P 
pE7l kE7l 

~ C L(L I Àk IPII w1(x- P+ k) IIB;,PHL Il w,y(x-p+ k) IIB;,P)p-l 
pE7l kE7l kE7l 

= C(L II W"'f(X- k) IIB;,P)P(L I Àk IP). 
k kE7l 

Point ii) is more delicate. We first notice that we may assume s > O. Indeed if s < O, we 
may write w as w = ~:c with N = [-s] + 1 and fl a regular molecule in B:+N,p ; moreover 
we have obviously 

+
00 

• dN (+00 

. ) LLÀ;,k2½w(2ix-k)= dxN LL{2-iNÀ;,k}2½n(2ix-k) , 
t i=O t 

and the estimate (27) for fl and s + N > 0 gives (27) for w and s. 
Now if cr > 0 and À > 1 we have 

11 f(>.x) 11B;,p~ c>.cr-½ 11 f 11B;,P . 
Hence, for w a bump element in B:•P (s > 0) which belongs to B;+t,p, we choose a such 
that a: E (O,min(s,€)) and define 

then: 

w; = L 2½>.;,kw(2ix-k); 
kE7l 

Il w; IIB;+a,p < C zi(½-¼+s+a) Il E Àj,kW(x - k) IIB;+a,p 
k 

< c12i(½-}+s+a) (E I Àj,k IP) ¼ 
k 
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(since w is a bump element of B~+cx,p), and similarly 

Il w; IIB:-a,p::; c2i(½-½+s-cx)(L I Àj,k IP)½. 
k 

We may now estimate 

We have: 

Il So(we) 11P~ c2-tcx2l(½-;+s)(L I Àt,k IP)¼ = c2-l0tft; 
k 

(ft)t~o E l.q and (2-tcx)t~o E l.-#:ï, hence I: li So(we) llp< +oo. Similarly, for u = s ± a 

zis Il ~;(wt) IIP::; c2fs2-fu Il Wt IIB;,P 

::; c2fs2-is2l(½-½+u) (L I Àt,k [P) ½ 
k 

::; 02(f-l)(s-u)2t(½-½+s) (1::: 1 Àt,k jP) f; 
k 

and thus 2fs Il ~;(wt) IIP::; 02-cxli-llft, and (27) is proved. ■ 

A direct consequence of lemma 3 is the following one : 

THEO REM 5. - Let cp, cp* be distributions such that for some s E lR, p, q E [1, +oo )cp is 
I 

a bump element in B;,P and cp* a bump element in B;,s,p (p' = 0, q' = "#:-r)-Assume 
moreover that : 

(i) for k E 'll, < cp I cp*(x- k) >= <>Jc,o 

(ii) cp(i) E (L Àkcp(x - k)/(,\k) E f.P} 

(iii) cp*(i) E {L Àkcp*(x - k)/(,\k) E l.q} 

and define mo, mô as c,ô(2ç) = mo(ç)c,ô(ç), c,ô*(2ç) = mô(ç)cp*(ç) and the wavelets 'if;, 'if;* 
as 

Then: 
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is an unconditional basis for B;•P, and the norm Il f IIB;,P is equivalent to : 

(30) 

.!. 

(L I< f I cp*(x - k) >IP) p + 
kE?Z 

1 

(L 2i(½-½+s)q(L 2g I< f l ,fJ*(2ix - k) >IP)!) 
9 

i~O kE?Z 

REMARK. - If p = +oo or q = +oo, we cannot have a basis (B;,P is no more separable). 
But we have still equivalence between Il f IIB•,P and (30), and we have weak convergence 

'l 

of 
+oo 

L < f 1 <p * ( X - k) > <p ( X - k) + L L 2i < f 1 'lp * ( 2i X - k) > ,p ( 2i X - k) 
k i=O kE?Z 

I 

to f (in the topology a(B;,P, B;,s,p ) ) . 

, 
Proof. We prove that '1/J and '1/J* are regular molecules (respectively in B;,P and B;,s,p ). 

Indeed, we have cp(J) = Lke?Z < cp(½) 1 cp*(x - k) > cp(x...: k), and (Àk =< cp(½) 1 
cp*(x - k) >)ke?Z is a rapidly decaying sequence. Thus, we see at once that mo and mô 
are C00 periodical functions and that '1/J and ,p* are bump elements. The only thing to 
check is that (in case s > 0) J '1/J*xkdx = 0 for O S k s [s]. We may of course assume 
s ft lN (because if <p is a bump in B;•P, it is a bump in B;+cx,p for every a:: E (0, €) where , 
<p E B;+f,P, while cp* is obviously a bump in B;,s-cx,p ) . 

We will prove that ifs > 0 then necessarily mo(7r) = 0 (so that ,P*(O) = 0). Assume 
this is true, and define cp and$* by $(e) = 1-~Lt c,ô(ç) and $*(€) = é~ë1 ~*(ç). Then 

<p and $* satisfy the hypotheses of theorem 5 for B:-l,p and B;,s+l,p' : $* is clearly 
1 , , 

a bump element in B;,s+ ,P, because cp*(x + 1) - cp*(x) is a bump element in B;,s,p 
and J (cp*(x + 1) - cp*(x))dx = 0 ; since s > O, we know that <p is integrable (since 

Il cp7(x- k) Ili<! Supp71711 cp7(x-k) _llpS CI Supp71 1-¼!1 cp7(x-k) IIB:,P) so that 
in S', Lke?Z cp(x - k) = Lke?Z c,ô(2k7r)e2'k1re = c,ô(O) (since c,ô(2k7r) = 0 for k =J O, as a 
consequence of m0 (1r) = O); then <p can be defined as 

+oo d -t d d 
<p= L dxcp(x-k) = - L dxcp(x-k) (remember that L dxcp(x-k) =0); 

k=O k=-oo kE?Z 

then using a partition of unity 1 = LkE?Z "Y(x - k), we see that 
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have rapid decay in B~- 1,P. We have moreover 

·e 
'P(2ç) = :::~€/e'P(ç) and 'P*(2€) = é 2+ l'P*(ç). 

Finally, the duality between tp and tj;* is almost obvious : we write < tp I tj;* (x - m) >= 
Lk>o < fxcp(x - k) 1 ip*(x - m) (we have no problem for x growing to +oo since tj;* 
dec;ys rapidly while E fxcp(x - k) grows slowly : Il ï(X - k) Lk>O fx'P(x - l) IIB;-1,p=:; 
C(l + k) for k ~ 0), and thus -

< ip 1 ~*(x - m) > = L - < cp(x - k) 1 cp*(x + 1 - m) > + < cp(x - k) 1 cp*(x- m) > 
k?;O 

= L(-8k,m-1 + Ôk,m) = Ôk,O• 
k?;O 

Now, iterating the proof that m0 (1r) = 0 ifs > 0, we get that ifs > N then mo(1r) = 
d dN " aN " demo(1r) = ·· · = wmo(1r) = O, hence t,b*(O) = · · · = wt.b*(O) = O. 

Thus we have reduced the proof to the proof that m 0 (1r) = O. 
We begin by the following easy lemma: 

LEMMA 5. - Let O E L 00 be such that for some € > o, 1 X 11+E n E L 00 and n E CE. Then 
the following Poisson formula holds for all € : 

(31) L O(k)e- 2
ih-e = L Ô(ç + 2k1r) 

kE~ kE~ 

(i.e. for all € both series converge to the same limit). 

We postpone the proof of this lemma at the end of this proof. 

We apply lemma 5 to O = cp(x) * ip*(-x). It is easy to see that convolution is well 
defined on B;,P x B;:P', with values in Bt+cr,oo . : if 60 defines S0 and 61 defines the dyadic -blocks Aj and if ïo, ï1 E C~, ïoOo = 1, ï101 = 1 and O (t. Supp ï1, define Eo f = 1 ïo ( €) 12 

Î and fil =I ï1(t;) 12 Î, then: So(f * g) = Sof * I:;0 g and A;(/* g) = A;f * r;g, so 
that 

Il Sof * L g lloo::;II Sof IIPII· L g IIP1 

0 0 

and 

Il A;(/* g) lloo 2i(s+cr) ::; L Il A;/ IIPII r;Y IIP' 2i(s+u) 
j?;O ' 
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Proof of the lem.ma. If gis such that g E ce and lx j1+e g E L 00
, then LkE7Lg(x+k) 

is Holderian, hence its Fourier series converges pointwise : 

L g(x + k) = L g(2k,r)e-2ikn. 
kE7L kE7l 

Apply this to 9e = n(x)e- 2i,rez and x = o. ■ 

REMARKS. - i) We may as well characterize homogeneous Besov spaces by using the 
Lemarié-Meyer wavelet basis (where the orthonormal scaling fonction cp belongs to the 

Schwartz class S (IR)). We find that a tempera te distribution f belongs to B ; ,P if and only 
1 

if (LkE7L z;i l< f l 'I/J(2;x - k) >IP);; belongs to lq(ll). 
We cannot easily replace the Lemarié-Meyer wavelet basis by another basis, because 

in general the null set of the wavelet transform f -+ ( < f 1 '1/J* (2; x - k) >l);e7l,kE7l is not 
included in the set of polynomials [LEMlO]. 

ii) We may encounter non-zero coefficients for a wavelet series converging in some Besov 
spaces to zero. For instance, let '1/J be the Haar fonction X[o,l/2] - X(l/2,l] and write 6, the 
Dirac mass at O, like 6(x - o+) or 6(x - o-) : 

+oo 
6(x - o+) = X[o,1] + L 2; 'I/J(2; x) 

j=O 

+oo 
6(x - o-) = x1-i,01 - L 2;,p(2i x + 1). 

j=O 

Both series converge to 6 in B;•2 fors<-½- Thus, 6 seems to have no unique expansion 
in the Haar basis. This is not a paradox, since in fact the Haar basis cannot analyze 
Besov spaces with too negative indexes : the analyzing wavelet '1/J doesn't belong to B~•2 

for a > ½ so that < • 1 'f/;;,k > is not a bounded linear form on B;•2 for s ::; -½-If we 
look at lemma 3, we see that '1/J is a regular molecule in B;•2 for -1 < s < ½ so that for 
any sequence (>.;,k);2:o,ke:li: so that L;2:o LkE:li: 1 >.;,k 12 4is < +oo and (µ.k) E l 2 (7L), the 

series Lk µ.kcp(x - k) + E;2:o LkE7L >.;,k2½,p(2; x - k) converges in B;•2 (-1 < s < ½) : 
in the range -1 < s < - ½, where the oscillation of 'f/; is stronger than its regularity, one 
cannot recover >.;,k from the sum of the series. ■ 

6. Local analysis. 

Of course, as well as the continuous wavelet transform, the wavelet bases are a good 
tool for the investigation of local regularity. For example, Jaffard's theorem (theorem 3 of 
chapter 1) becomes : 

THEOREM 6. - Let cp,cp* be compactly supported scaling fonctions, a E (0, 1) and/ a 
measurable fonction on IR such that 1 /(t) I< C(l+ 1 t l)°', a.e. Then : 
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i) if for some x 0 E 1R we have sup 1
1\~)~fo~~o)! < +oo, then for all j E 7Z and k E 'IL, 

:r:;,!:zo 

i. . 
(where tf;J,k = 2ztf.,*(2'x - k) and 'f/;,tf.,* are the compactly supported dual wavelets asso-
ciated to cp,cp*). 

ii) Conversely, if I< f I t/;f,k >I~ c 112-i(½+o:) ( 1 + 1+11:;:~=:~a½I) , if cp E ca+f for some 

r > 0 and f E Cf for some r > O, then I f(x) - f(xo) I< C"' 1 x - xo I°'. 

If the assumption f E ce is dropped, we can only conclude that f belongs to the 
microlocal space c:;-a of J. M. Bony (see (JAM] for a discussion of wavelets and microlo­
calization). 
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Chapter 7 

MULTIVARIATE WAVELETS 

In this chapter, we present the theory of multivariate wavelets. Besides the separable 
wavelet bases, which were introduced in the very beginning of the theory, we describe 
briefly the theory of generalized wavelets associated to dilation matrices. We focus mainly 
on the existence of localized wavelets, and give only bibliographical indications for the 
other questions on multivariate wavelets. The reason why we choose this presentation 
is simple : separable wavelets present no difficulty, non-separable wavelets are still not 
clearly understood, while the existence problem has been thoroughly investigated by K. 
Grochenig, R. Q. Jia and Ch. Micchelli. Moreover, the algebraic computation, involved in 
the existence theorem (theorem 4) are a good example of multivariate wavelets techniques. 

1. Multivariate wavelets : a general description. 

Morlet wavelets can easily be generalized to the multivariate case. Indeed, the affine 
group ax + b ( which describes the action of translations and positive dilations) can be 
defined on ]Rd as well as on JR. Moreover, in contrast with the univariate case where the 
space H 2 of analytical signals plays a significant rôle as an irreducible subspace of L 2 (JR) 
invariant through the action of ax + b, there is no such canonical subspace of L2 (JR d). The 
admissibility condition ont/JE L2(JRd) to define a wavelet transform in L2(JRd) is : 

(1) 
{+oo d>.. 

3C"1 > 0 such that Vf.o f= O, Jo I t,b(>..fo) 12 T = C,µ, 

(For d = 1, and for t/J real-valued, (1) is just equivalent to / 0+
00 

1 t,b( f.) 12 !if < +oo and 
tp f= 0). If ( 1) is satisfied, then we have the same formulas as in dimension 1 : 

(2.1) the 'Pa,b(x) = )r:z'P (a:;b) are the wavelets (a> O,b E JRd) 

( 2.2) the C ( a, b )(f) = < f I t/J a,b > are the wavelet coefficients 

(2.3) 1 1+00 1 da f -0 . < f 1 'Pa,b > 'Pa,b i+d db. 
tp O Rd a 

Formula (2.3) expresses that the family (t/Ja,b)a>O,bem.ct is a tight frame on L2 (lRd) (for the 
measure af~adb on (O,+oo) x lRd). 

A convenient way to impose (1) is to choose a radial fonction t/J. In that case, (1) is 
equivalent to a mean-zero condition: if t/J is radial and lx ji+e t/J belongs to L2 (lRd), then 
(1) is equivalent to f t/J dx = O. A popular choice of t/J is the so-called Mexican hat 

(3) 
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This fonction was by instance recomrnended by D. Marr in his book Vision [MAR] for 
the multi-scale processing of images. The image f ( considered as a signal / E L2 (IR 2)) is 
represented by its approximates f u = Puf, where 'Ji;"/ = e-ull:z:ll

2 Î ; the advantages one 
may advocate for the use of Puis the optimality of space and frequency localization of the 

impulse response (2,r;)a/:i e- 11"'1'2 and its isotropy (invariance under rotations); moreover 
one have the relationship Ps(PTI) = Pu+T(f), which says that the approximate Pu+r(/) 
can be computed from the approximate Pr f. Then, in order to compress the information 
contained in (Pu/)u>O, D. Marr suggests to sample the scales a as o3 = o{, and to replace 
(Pu;(!)) by the inf~rmation on the zero-crossings of ( -Â )( P 0 , (f)) : x3 is a zero-crossing 
of (-.6.)Pu;(/) if v'(Pu;(/))(x 3) f= 0 and (-.6.)Pu;(/)(x;) = 0; the choice of -Â was 
advocated by D. Marr because of the localness of -Â (hence the choice of a diff erential 
operator), its invariance un der translations ( constant coefficients), dilations (homogene­
ity) and rotations (isotropy); -Â is the operator with the lowest degree satisfying these 
properties. Roughly speaking, the zero-crossings correspond to edges in the image, and 
Marr's conjecture was that one should be able to reconstruct / from the zero-crossings of 
(-.6.) (Pu(/)). This conjecture was proved to be false by Y. Meyer [MEY7]. 

Another way to introduce isotropy in the Morlet wavelet representation is to take a 
bigger group G than the affine group, by including in G the rotations besides the dilations 
and the translations. This generalization has been developped by R. Murenzi [MUR] and 
is generally used in physics when applying the continuous wavelet transform. 

The discretization of the (affine) Morlet wavelet representation is similar to the uni­
variate case. Indeed, one first discretizes the scale parameter a, introducing thus :fi.lter 
banks with constant quality factor: / - (f * "1a;);eo,, where 'ifJa; (x) = a;d12iïi(- :. ), 

• J 

a; = a{, and then one samples the filtered outputs on an uniform grid whose mesh is 
proportionnai to the scale: 

(f * "1a; );e0, - (f * ;fia; (nboa3 ))jE'U,,nE'O,d. 

The d-dimensional analogue of the vaguelettes lemma holds (for functions fi,k such that 
1 x lf+e /j,k E L 2 and I ç le Î,·,k E L2 uniformly in J° and k and f /;,kdx = O, we have: 

2 

L L À3,ka-if f 3,1c(a-i (x - kb0ai)) ::; C(a,bo) LLI Àj,k 1
2

). 

jE'U, kE'O,d j k 

Thus Daubechies' theorern (theorem 1 of chapter 2) can be easily adapted to the d­
dimensional case : 

THEOREM 1. - Let t/J E L2 (1Rd) be a Morlet wavelet: 

(4) Vço # O, fo+oo 1 ~(Àço) 12 ~).. = 1 

and suppose that for some E > O, f I x ld+2e1 t/J(x) 12 dx < +oo and f I ç 12.el ~(ç) 12 

df. < +oo. Then if a is close enough to 1 (1 < a < ao) and if b is close enough to 0 
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(0 < b < b0 (a)) the family 

• d • 

( VJi,k(x) = a3 2 t/J( a3 x - kb))iE11:,kE7Zd 

is a frame in L2 (Ill d) : there exist constants A, B > 0 such that for every f E L2 (Ill d) 

A Il f ll~s I: I: I< 1 l "Pi,k >12< B Il I Il~. 
iE11: kE7.ld 

The next step is to introduce wavelet bases. In case one uses dyadic dilations, one has 
to use 2d - 1 wavelets to generate the basis, instead of a single one. Indeed, the theorem of 
P. Auscher and P.-G. Lemarié-Rieusset described in chapter 2 (theorem 2) can be partly 
generalized to the case of dimension d : 

THEOREM 2. - Let E be a finite set, (,pf.)f.EE be I E I fonctions in L2(Illd) and assume 
that: 

( i) the family (2iftJ,t(2ix - k))iE7.l,kE11:.i,EEE is an Hilbertian basis of L2 (1Rd) ; 
( ii) for some positive a, 1 x lf+c:t ,pf. E L2 and I € lc:t ,J;E E L2 (and f ,pEdx = 0) 

then the space Vo, the closed linear span of the fonctions 2if,pf.(2ix - k) for j < 0, 
k E 'lld, e: E E, has a Riesz basis of the form (cps(x - k)he11:d,oeD and we have : 
1 E I= (2d - 1) 1 D 1 • 

We will comment below theorem 2 in a more general setting and make the comparison 
with dimension 1. 

Before this, we recall the brief history of multivariate wavelet bases. The first bases to 
be constructed were separable bases and they were constructed in analogy with the Haar 
basis. 

In dimension 1, the decomposition of a fonction on the Haar system may be viewed 
as a dyadic martingale: if/ E L 2 has its support included in [0, 1], then Pif (j > 0), the 
orthogonal projection of f on the space Vi associated to the Haar basis, is measurable with 
respect to the u-algebralj generated by the dyadic intervals [ fr, kiil] (0 s k < 2i) and the 
conditional expectation E(Pj+1f l .1f) satisfies E(Pj+1f I Jj) = P(·f. In dimension d, one 
replaces the dyadic intervals by dyadic cubes [ ~' ~t

1
] X • • • X ~' k~t

1
] (k1, · · •, kd E 

{0,1,···,2i -1}) and one obtains martingales on [O,l]d. Of course, the u-algebra 1,-(d) 

generated by dyadic cubes is the product u-algebra of d copies of the u-algebra 7;<1) 

generated by dyadic intervals. 
Similarly, starting from a multiresolution analysis (V}1)he7l of L2 (Ill) with associated 

orthonormal scaling fonction cp, orthonormal wavelet tJ, and orthogonal projection opera­
tors Pj1), we may define an orthogonal projection operator Pjd) in L 2 (1Rd) by taking the 

(tensorial) product of d copies of Pj1) : 

(5) 
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The range of P~d) is then v.Cd) = v.C1)@ •••@V.Cl), the closure in L2 (1Rd) of v.C1) ©·.•©V.Cl). 
1 ' ' ' ' ' v}d) has an orthonormal ha.sis <ptl = 2i!cp(d>(zi x-k))iE7L,kE7ld where cp(d) = <p© · • • ©<p 

(so that <ptl = <p;,k1 © · • · © <pj,k&). The description of wjd), the orthogonal complement 

of y_(d) in vJ+d)l' is then very easy to get : writing v.(+l)l = v.1°1 EB v.111 where vJ01 = v.(l) 
3 3 :J 3 :J :J :J 

and vpi = wp> (wp> being the orthogonal complement of v}1
) in v,.~~), we obtain: 

(6) 

and thus we have an associated orthonormal ha.sis of L2 (1Rd) 

(7) { 
'Pe,j,k = zi { tplei] (23 X - k1) • • • t/J[ea) (21 X - kd) 
t: :/- (0, · · ·, 0), t/J[o] = 'P, t/J[l] = t/J, j E 'Il, k E 'lld. 

For most applications, formula (7) is better than taking directly the ha.sis of L2 (1Rd) 
obtained by tensor products of the ha.sis of L2(lR) : 'Pù,ki © t/J;2 ,k2 •• • © 'Pù,k,i• See 
however [MADA] where the tensor product of bases is preferred. 

Of course, the formalism of (5), (6), f7) can be used for d different multi-resolution 
analysis V;~i), • • •, V1~~) (to define v}d) = v1,!)@ •••®V;~~)) and oblique projection operators 
P;,i (associated to a hi-orthogonal multi-resolution analysis (V;,i), (V;7i)). For instance, if 

Pf is associated to V/, V/1 and PJ is associated to V;°, V/0 and satisfies fxP} = PJ fx (see 

chapter 5 proposition 9), then the vector projection opera.tors P; = (P}1
}, P}2

}, ••• , P}d}) 

with P}k} = Pf 1,1c © • • • © PJ,1,1c provides a multiresolution analysis of the square integrable 
vector fields on ]Rd i.e. of L2 (1Rd)d) such that : 

....... r\ 0 o ... -v · P; (f J = P; © • · • @ P3 (V · f) 

(so that divergence free vector fields are projected on divergence-free vector fields [LEM9]). 
We then obtain a notion of multi-resolution analysis for L2 (1Rd) : 

DEFINITION 1. - A multi-resolution analysis of L2 (1Rd) is a. sequence (V; );e7L of closed 
subspa.ces of L2 (lRd) such tha.t : 

(8.1) V,· C V;+1, n V;= {0}, LJ V,· is dense in L2
• 

jE'll, jE7L 

(8.2) /EV; if f f(2x) E V;+1 

(8.3) V0 has a Riesz basis of the form (cp(x - k)he7ld• 

The next step was to describe multi-resolution analyses which were not obtained by 
tensor products of univariate multi-resolution analyses. Such examples have been given 
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by S. Jaffard (using box splines [JAFl], see also E. Riemenschneider and Shen [RIE]) and 
G. Battle (using polyharmonic splines [BAT2]; see also P.-G. Lemarié [LEM2] and W. 
Madych [MADY]). 

Of course, the use of tensor products gives a special rôle to the direction of the axes. In 
order to define a more isotropie discrete wavelet transform in L2 (IR.2), J. C. Feauveau [FEA] 
introduced an intermediate space between V1 and V1+1, called V1+1J2, by the following 
axiom: let A betheoperator (x,y) -4 (x+y,x-y) (sothatA 2 (x,y) = (2x,2y)) and assume 
that for all f E Vo, f(A- 1 (x, y)) E Vo; then f E Vj+1/2 iff and only if f(A- 21- 1 (x, y)) E Vo. 
Then if (1j,(x-k)hE7Z2 is an Hilbertian basis of the orthogonal complement of Vo in V1/2, 
the family (2il 21P(Aix - k)).7E7Z,kE7Z2 is an Hilbertian basis of L2 (IR2

). 

This construction has been extended to other linear transformations than A : 

DEFINITION 2. - A dilation matrix is a matrix A E Md(7l) such that ail eigenvalues of 
A have a modulus greater than 1. 

A generalized multi-resolution analysis associated to a dilation matrix A is a family 
of closed subspaces V3, i E 7l, of L2 (1Rd) such that: 

(9.1) V; C Vj+i, njE7Z Vj = {O}, ujEZ V;= L2 (IRd) 

(9.2) f EV; * f(Ax) E Vj+l 

(9.3) Vo has a Riesz basis of the form (<;,(x - k))kE7Zd· 

If Wo is the orthogonal complement of Vo in V1, then Wo has an orthonormal basis of 
the form (,t,t:(x-k)hE7Zd, 1 < e :::;! detA l -1. However, these wavelets ,t,€ are generally not 
easy to compute, except for the case det A = 2 where there is one wavelet and where there 
is an explicit way to compute it. This is a very good reason for which dilation matrices 
with determinant equal to 2 have been frequently used in generalized wavelet transforms. 

2. Existence of multivariate wavelets. 

As in dimension 1, wavelet bases are provided by multiresolution analyses. In [LEM9], 
the following result is proved : 

THEOREM 3. - Let A be a dilation matrix on IRd and let p,p E C00 (1Rd\{O}) be two 
positive-valued fonctions such that p(Ax) =I detA I p(x) and p(tAx) =I detA I p(x). 
If 

and 
(tf.,;,i,k =I detA 13ï2 ,t,;(Aix - k)}jE7Z,kE7Zd,1~€EE 

are bi-orthogona.1 Riesz bases of L 2 (IRd) such tha.t : 

(i) for some a> 0, p(x)1! 2+a"P€ and p(x)1! 2+a1P; are in L 2 
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(ii) for some o: > 0, p(x)°';/JE and p(x)cr;/J; are in L 2 

(iii) J t/JEdx = f t/J; dx = 0 

then the oblique projection operator Po defined by 

E 

Pof = L L L < f I t/J;,f,k > t/JE,f,k 
E= 1 j <O kE1l4 

can be rewritten as 

D 

Po! = L L < f I cps( x - k) > cp s ( x - k) 
ô=l kE1ld 

where (cps(x - k))i<S<D kE1ld is a Riesz basis of Ran Po and (cps(x - k)) 1<s<D kE1ld a - - ' - - ' 
Riesz basis of (Ker Po).l, and D = ldet ~1-I • 

The main contrast with dimension 1 is that we may loose decay properties of the 
basic fonctions. Indeed, Y. Meyer has given a very nice example : take the wavelet ha.sis 
(t/J;,k = 2il 2 tjJ(2f x-k));e7.l,kE7.l described by Meyer and Lemarié (example n° 6 of chapter 
5), and the associated separable basis in L2 (JR.2) (with wavelet, 1/)1 = 1/J ® 1/J, tf;2 ='If;® cp, 
1/Ja = cp © t/J which belong to S (JR2

) and whose Fourier transforms are identically O on a 
neighbourhood of 0) ; then apply the operator U defined by U/(€, 17) = ,~!~~I Î(€, 17) ; U is 

an isometry on L2 and transforms the wavelet basis ('1/JE,j,k = 2i'lf-,"(2f~-k))i$;~$;s,;e1t,ke1t2 
into another orthonormal wavelet basis U('I/JE,j,k) = (Ut/JE)j,k = 2'(U1J,E)(23 x - k); the 
wavelets U1j,E belong to S but we cannot find a Riesz basis (cp(x-k)hE7.l2 of the associated 
shift-invariant space V0 such that cp be integrable [LEM9], [AUS2]. 

We now discuss the reverse problem. Provided that we have a multi-resolution analysis 
of L2(1R.d), do we have an associated wavelet basis with the same decay properties as the 
properties of the scaling fonction ? 

This problem has been answered positively by K. Grochenig in 1987 provided that 
1 det A I> dil [GROEl]. In case of a compactly supported scaling fonction with globally 
independent translates, a positive answer was given by Jia and Micchelli in 1991 [JIA]. 
Finally, the case where det A = 2 is obvious. 

THEOREM 4. - Let (V;), (V/) be two generalized multiresolution analyses associated to 
the same dilation matrix A. Assume that Vo has a Riesz basis (cp(x - k)he7.ld and V0* a 
Riesz basis (cp*(x - k)he1td such that 

Let finally Wo be the space Wo =Vin (V0*).l and Wô = Vt n V/. Then: 

(i) if det A= 2, W0 has a Riesz basis (t/J(x - k)hE11.;d and w; has a Riesz basis (t/J*(x -
k)he1td such that < 1/,(x - k) 1 t/J*(x - t) >= Sk,t and moreover one can choose tp and t/J* 
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with the sa.me decay properties as cp and cp* (i.e. tjJ and t/J" E L 2 (p(x)1+°'dx) if cp and cp" 
do [for any positive a], t/J and,/;" have rapid decay in L 2 if cp and cp" do (i.e. \/a E ]Nd, 

x°'t/J and x°'t/J* belong to L 2), 1/J and t/J" have compact support if cp and cp* do}. 

(ii) if I det A I> dil and 'P, rp* have rapid decay, then Wo has a Riesz basis (t/ii;:(x -
k))kE7id,l$t$1detAl-land Wô has a Riesz basis (tfi;(x - k)he~<1, 1:s;i;:::;!detA-ll such that 
< t/J(.(x - k) ,j;;(x - l) >= 81'.,f'/ok,t. and moreover one can choose t/i(., t/J; with the same 
decay properties as cp and cp*. 

(iii) if cp and t.p* have compact support, then Wo has a Riesz basis 

(t/if(x - k)hE7id,1$i$ldetAl-1 

and Wô a Riesz basis 
(,µ;(x - k)hE7id,1::;f'.::;jdetAl-l 

such that < ,/;dx - k) 1 t/J; (x - l) >= df,f'/Sk,t. and t/if., tfi: have compact support. 

REMARK. - H cp = cp*, one can take t/i = t/i* in (i). Similarly, in (ii), one can make a 
Gram orthonormalization of (t/if(x- k))i::;f$ldet AI-I,kE7.td to obtain an orthonormal basis 

1 {1(.(x - k)) 1::;f'.$ldetAl-l,kE~d of Wo with rapid decay (if the t/i/s are rapidly decaying). 
The case of compactly supported wavelets, however, seems to remain open. ■ 

Proof. The idea of the proof for (i) and (ii) is very easy ( except for the case of 
compactly supported wavelets in (ii)). Ifwe write t/io = cp, we have two shift invariant bases 
for Vi : namely the family ( t/J(.(x-k))o::;e:s;ldet Al-l,kE7.td and the family ((det A) 1!2 cp(Ax­
k)h~~d- We take (kE)~:S•:Sldet Al-i I det A I representants of the classes in 'lld {A

2
'lld, and 

rewrite the second farmly as (cpf(x - k))0 :s;f.$ldetA!-l,kE7.üd where cpf = (detA) I cp(Ax -
kf). Similarly, we write cp; = (detA) 112cp*(Ax-k(.)• 

We may now forget the multi-resolution setting of our problem. H ('Pe)o::;e<D is such 
that (cp(.(x - k))o<t'.<D is a Riesz ha.sis of a closed subspace V0 of L 2

, and if (t/if)O<f'.<D - -are D fonctions in Vo, at which condition do those fonctions tfie generate by translations 
a Riesz basis of Vo ? Similarly, if (cp;(x - k))o<E<D kE7.td is a Riesz basis of some space - ' V0* and (tfi;)o::;e<D are fonctions in V0*, if moreover < cp(.(x - k)/cp;(x - l) >= ôt'.,f'/ôk,t., 
at which condition do the fonctions tf;; generate by translations a Riesz basis of V0* such 
that < t/if(x - k) 1 t/J;(x - l) >= ôf,f'/ok,t. ? 

Jia and Micchelli have provided an elegant setting for this problem. They assume that 
'Pe and cp; belong to a space .C2 defined by : 

f E .C2 * ~ 1 f(x - k) IE L2 ([0, l]d). 
kE7.üd 

If tp E Vo, then t/i E .C2 if and only if EkE7.td Ee I< t/J I cp;(x- k) >I< +oo. Moreover we 
have 
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Therefore, one introduces for f,g E !2 the 21r7.ld-periodical function: 

C(f,g)(ç) = L < f I g(x - k) > e-i<kle> 
kE7ld 

= E Î(e + 2k1r)5(e + 2k1r) a. e. 
kE7ld 

Then the answers to our two questions are (if <p0 <p; belong to !2) : 
j) if t/Je. belong to !2, the family (t/Je.(x - k))kE7ld,O$i<D is a Riesz basis of Vo if and 

only if the function det((C(t/Je.,'P;))o::;e.<D,o::;11<D) never vanishes. 
jj) if t/Je. and t/J! belong to !2, they generate by translations hi-orthogonal bases of Vo 

and V0* if and only if we have : 

(C(t/Je.,'P;))o:s;e.<D,o::;11<D • (C('Pe.,?J,;))o::;i<D,o:s;11<D = IdD. 

Moreover, if 'Pe:, <p; and t/Je: belong to !2 and if (t/Je.(x - k))o::;e<D,kEzd is a Riesz basis of 
V0 , then its dual basis (t/J;(x - k))0:s;e.<D,ke7ld in V0* exists and the functions t/J; belong 
to f, 2 • This is based on the fact that the Wiener algebra A= {! E C('JRd/21r7.ld)/f = 
Lke7ld fke-i<kle> with E I fk I< +oo) satisfies that if f E A doesn't vanish then } E A 
(Wiener's lemma). 

We may replace f, 2 by subspaces as for instance{/ E L2/p(x) 112+0t.J E L2 }. One 
obtain similar properties, based on the fact that Wiener's lemma is true in the associated 
spaces of periodical fonctions [LEM9]. 

Thus the proof of (i), (ii) or (iii) is reduced to the following problem : given the 
first row of the matrix (C(?J,e.,'P~)(€)) (since ?j,0 = ip), can we complete the matrix in 
such a way that it belongs to G L D (lR) for every ç ? Of course, we want the coeffi­
cients me,11 to satisfy the same estimates as mo,11 (i.e. me,11 = Lk :;zd me,,,,,ke-i<k<e> 
with LkE7ld p(k)1+20t.(me:,11,k) 2 < +oo if 'Pe, 'P! belong to L2 (p(x)1-Î20 dx)) ; if 'Pe and 
<p; have compact support, we are looking for trigonometric polynomials me,,,, such that 
det((me:,11)) = c0 e-i<kole> for some c0 # 0 and k0 E 7.ld (in order that (me:,,,)- 1 has coef­
ficients which are still trigonometric polynomials, hence that t/J; have compact support). 

Now, if I det A I= 2, we have to complete the matrix ( g~:::i~ ~). An easy 

solution is given by ( C(ip, 'P2) -C(<pi, ~*)) : indeed, we have its determinant equal 
C(ip,ip 1) C(<po,'P ) 

to C(ip_,'Pô)C(ip0 ,<p*) + C('P,'Pi)C(<p1,'P*) = C(ip,ip*) = 1(. C(ip,<p;) ) 

For a more general A, we have to complete the matrix : ? ... ? (where 

C('P,'Pn-1 
D =I det A 1, and we know that Ef,; 0

1 C(<p, cpk)C('Pk, <p*) = C(ip, <p*) = 1). 
If <p, <p* are rapidly decaying at oo, then the fonctions 

C( <p, 'Pê)( e) = L µk,te-i<tle> 
tE7ld 
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are C00
• 

Now, if we define µ : IRd /2'1f'lld-+ s2D- 1, 

we see that µ is well defined and smooth. Thus, if d < 2D - 1, µ cannot be surjec­
tive, and one may find a point (ao, • • •, aD-i) which doesn't belong to µ(lRd /21r'lld). Let 
(ii)o:::;i:::;D-1 be an orthonormal family in cD with lo = ( ao, • • •, aD-i) and write 

We daim that we may complete our matrix in the following way : in the basis (Ëi), we 
complete the first row Ef,:-01 wk(ç)!Â: by the D -1 rows À!Â: + wk(€)eô (1 ~ k < D -1) ; 
if À E (0, 1) is small enough, the determinant never vanishes on IRd /2'1f'lld : indeed the 
determinant is equal to >.D- 2 (>,wo - Ef;/ 1 Wk 12) = >.D- 2 (-l+ 1 wo 12 +Àwo) ; we know 

that Wo =1-1 for all e, hence 1 1 - Wo I;?: € for some € E (0, 1) ; now if O < ). < €(;~(.e) 
we have if w0 (/. (0, 1], >.wo - (1- 1 wo 12) #- 0 and if wo E (0, lj, -1 + >.wo + w5 < 
-1 + .:\.(1- €) + (1- t:)2 < o. 

Thus, we have proved point (ii) for rapidly decaying scaling fonctions cp, cp*. The 
case of compactly supported scaling fonction is more delicate. Indeed, we have to prove 
directly the existence of dual compactly supported wavelets t/Jf, ,;.,; : the compactness of 
the support would be lost in a Gram-Schmidt orthonormalizatior.. process. 

As a matter of fact, the answer is given by a theorem of algebraic geometry, the 
Quillen-Suslin theorem which solved in 1976 Serre's celebrated conjecture on the freeness 
of finitely generated projective modules over k[t 1, • • •, tn], A by-product of this theorem 
(see [ LAM, p. 146) expresses that if k is a field, then any finitely generated projective 
(left) module on k[ti,t 11 ,, .. ,tN,tN 1j is free. In our case, we want to find 1Pe• If we 
define .M as the class of compactly supported functions in Yi, we have a module over 
C[ti,t 11,· .. ,td,t;:ï1], where the scalar multiplication is given by: 

(where ;- 1 is the inverse Fourier transform). Of course, Mis free, with (cpo, • .. ,cpD-i) 
as a basis. Now if .Mo is the class of compactly supported functions in Vo and .M 1 the class 
of compactly supported fonctions in W0 = V1 n (V0*)1. we have still modules for our scalar 
multiplication ; moreover, .Mo is free (with basis cp) and we want to prove that M1 is free 
(any basis of .M1 would provide us with compactly supported wavelets). M1 is projective, 
since Mo EB M1 = .M and M is free, and finitely generated : if Po is the projection operator 
on V0 associated to cp and cp*, then (I - P0)(cp0 ), .. ·, (I - Po)(cpD-1) generate .M1, Thus 
the Quillen-Suslin theorem can be applied. 
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3. Properties of multivariate wavelets. 

Separable dyadic wavelets don't present any peculiar difficulty. Their properties (func­
tional analysis of Lebesgue, Sobolev, Hôlder, Besov spaces) are the same as for the uni­
variate case and are fully described in the book of Y. Meyer [MEY2]. Just like for the 
univariate dyadic wavelets, this analysis lies deeply on the Littlewood-Paley-Stein theory 
[STEl], [C0Th11]. 

Non-separable wavelets are still not clearly understood. See for instance the paper by 
Cohen and Daubechies on the regularity of scaling fonctions associated to some dilation 
matrices on JR.2 with determinant 2 [COD2]. Another valuable reference is [VTh12). 

One may also quote the investigation of scaling fonctions t.p which are characteristic 
functions of sets in IRd (so that we obtain self-similar tilings in IRd [GROEM]). 

Multivariate wavelets have begun to be an active field of investigation, but we believe 
that useful results are still to be found or understood before we are able to present a 
coherent state of the art as in dimension 1. 
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Chapter 8 

ALGORITHMS 

The nu.merical aspects of wavelet theory played an important part in the success of 
wavelets, but are still bewildering the beginners by some unusual ways of computation. 

Mallat 's algorithm is of course the heart of the matter. (Indeed, when I. Daubechies 
introduces her basis in [DAUl], she deals only with the associated scaling filters and always 
keeps close to the related fast wavelet transform). But, whereas it is a fast and efficient 
algorithm, those qualities can be spoilt by many difficult issues for the wavelet beginner 
; among them, we may quote two widely discussed points : the initialization of Mallat's 
algorithm (how do we compute the projection on the scaling fonctions on the finer scale, 
before using Mallat 's algorithm for going from fine scales to coarse ones ?) and the border 
effects (when dealing with a fonction defined on an interval instead of the whole real line). 

1. The continuous wavelet transform. 

The first wavelet transform, introduced by J. Morlet, is still used in many applications, 
and many people use an algorithm written by R. Kronland-Martinet for complex-valued 
wavelet transforms ( using analytical wavelets). 

In practice, the computation of a continuous wavelet transform may be described in 
the following way. For a fixed scale a, one tries to compute the coefficients 

(1) 1 / t-b C(a, b) = -fa J(t)1P(-a-)dt. 

The mapping / ---+- C ( a, b) is a convolution operator and ( 1) is performed through the 
fast Fourier transform. If we have a sample (f(kbo))k 0 <k$ko+ 2u and if the spectrum of 

)aef,(!) is essentially contained in (o, ;: ] , then one may write: 

Thus we need in order to compute C(a,b) to know a tabulation of~ (a2b~
0
.t) (or to 

compute these values), and then to perform two FFT : the cost of those FFT is 0( N log N), 
where N = 2M is the number of datas. If we want to compute J voices (i.e. C (ai, ( k+ko) b0 ) 

for 1 ~ i < J and 1 ~ k:::; N = 2M), the total cost is O(JNLogN). 

In case '1/; is compactly supported, one may be tempted to compute the convolution 
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directly. Typically, one knows (f ((k + ko)bo))i:5k:52u and we want to compute 

for ;"0 < ;" ~ io + J and 1 < k ~ 2M. If Supptf, C [-A,A] and -Pfo ~ 1, we see that the 
ao 

number of operations needed to compute C(ab, (k + ko)bo) is O ( 2A?a-) (hence O (ab-io) 
if A, a0 , b0 are fixed), hence the total cost for computing the J2M coefficients C(aÏ, (k + 
k0)b0 ) will be O(aiN). This is a very high cost, since it is exponential in J. Therefore, M. 
Holschneider introduced the so-called "algorithme à trous" [HOL] in order to reduce the 
cost. 

Let us explain how we may reduce the cost. If we assume that we want to compute 

/ 
1 (x-n) C(m, n) = f(x) 

2
m/ 2 t/i 2'7l dx 

for 1 < m < J and 1 ~ n < N = 2M and if we assume that tj,( f) belongs to the space 

Vo of a multi-resolution analysis (tfi(f) = E~!::go aq<p(x - q), 'P(J) = E!!::cfo /3q<p(x - q)), 
then one sees that one may compute C(m, n) recursively, by defining: 

/ 
1 (x-n) D(m, n) = f(x) 

2
m/ 2 <p 2'1l dx, 0 ~ m < J, n E 1N : 

we have obviously 

Hence, the cost of the computation of D(m + 1, n) or C(m + 1, n) (once the D(m, n) are 
computed) is 0(1), and therefore the total cost of the J • N coefficients C(m,n) is O(JN) 
(which is linear in J instead of exponential !). 

REMARK. - We have not exactly presented the "algorithme à trous" , but a modified 
presentation given by I. Daubechies in [DAU3] which makes this algorithm very close to 
Mallat 's algorithm. 
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2. Mallat 's algorithm. 

Mallat's algorithm, which is a fast wavelet transform adapted to orthogonal or hi­
orthogonal bases, may be viewed as a mixture of the Laplacian pyramidal algorithm of 
Burt and Adelson [BUR] and of the sub-band coding scheme of Esteban and Galand [EST]. 

The algorithm of Burt and Adelson was introduced in 2 dimensions, for image pro­
cessing, but we will explain it here in an 1-dimensional setting to make the presentation 
more clear. Given a discrete signal (f k)kE'1Z, one smoothes the signal by taking average 
values: 

Of course, this average signal is varying slower than the initial one, so that one may 
sub-sample it : 

If we want to make a comparison between our former signal (/k) and our new signal (]2k), 
we've got to interpolate (] 2k) to odd values of k : this is done in two steps ; the first one 
interpolates the missing values by O : 

and the second one smoothens this interpolation : 

qf 
(gk) ~ A'(gk) = (hk = L dq9k-qhE'1Z· 

q=qi 

We may then represent our signal as : 

(fk) = A'ISA(fk) + (t:k) = A'I((l2k)) + (t:k)• 

The signal (f2k) is defined on a coarser grid than (h) (27l instead of 7l) and the residual 
signal (ek = fk - hk) is sma.11 in the regions where _(fk) is regular. Of course, one iterates 

the transform on (f2k) in order to have a signal (f 4k) defined on a still coarser grid and 
another residual error, and so on. 

The diff erence between this algorithm and the fast wavelet transform lies in the anal­
ysis of the residual signal {ek)kE7Z• In Mallat's formalism, the (t:k)kE'1Z are over-sampled 
whatever regular or not the fonction f is and one may decimate the €Je and keep only the 
€2k, k E 7l. Wherever / is regular, the remaining t:2k will be small and one may neglect 
them as well as in Burt and Adelson's scheme. 

In the subband coding scheme, one splits a discrete signal (fk) in two signals (g2k), 
(h2k) with the following requirements : (g2k), (h2k) are sub-samples of convoluted signais: 

q1 q~ 

(3) 92k = L cq/2k-q and h2k = L dqf2k-q 
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and the transformation is isometric : 

(4) L I fk 1
2= 2 L I g2k 1

2 +2 L I h2k 1
2 

• 

kE7L kE7L kE7L 

If we take the polar form of (4), we obtain: 

(5) 

(6) For ko, k1 E 'Il, 2 L C2k-k 0 C2k-k 1 + 2 L d2k-kod2k-k 1 = ôk 0 ,k 1 • 

kE7L kE7L 

(6) is equivalent to (4) and may be rewritten (defi.ning 

mo(e) = L Cke-ikç and m1(€) = L dke-ikç) as 
kE7L kE7L 

(7.1) 1 mo(€) + mo(e + 1r) 12 + 1 m1(€) + m1(€ + 1r) 12= 2 

(7.2) 1 mo(€) - mo(e + 1r) 12 + 1 m1(€) - m1(€ + 1r) 12= 2 

(7.3). (mo( e)+mo( e+1r))(mo(€)-mo( e+1r))+(m1 ( €)+m1 ( e+1r))(m1( €)-m1 (€+1r)) = o. 

(Just take for (7.1) ko and k1 even, for (7.2) k0 and k1 odd, for (7.3) k0 even and k1 odd). 
Thus, if we write 

and 
1 ·e m1(€)= J2(u1(2€)+e' v1(2€)), 

where tto, v0 , u 1 and V1 are 21r-periodical trigonometric polynomials, we obtain that (4) 

is equivalent to the fact that ( :: ~ ~~ ::g~) ÏS unitary for an e. Notice that vo, V1 are 

almost uniquely determined by uo, u 1 : indeed we have necessarily 
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for some unitary constant ïo (and since we have implicitly assumed the coefficients C'Jc 

and dk to be real-valued, this gives ïo = ±1) and some constant N E 'Il. (This unicity 
may be proved easily by algebraic reasoning ; it is also a by-product of theorem 1 of 
chapter 3 : if w is any compactly supported fonction such that ( y2w(2x - k))kE1l is an 
orthonormal basis of a space Yi C L 2

, if &(ç) = mo(f)w(f) and .B(E) = m1(f)w(f), 
then ( a( x - k)) kE1l is an orthonormal basis of a space Vo C Yi and (f:J ( x - k)) kE1l is an 
orthonormal basis of Wo = V/ n Yi ; {:J has automatically a minimal support and thus is 
unique up to a shift or a multiplication by an unitary scalar). Another useful remark is 
that l uo(ç) 12 + 1 vo(ç) 12= 1 is equivalent to l mo(e) 12 + 1 mo(e + 1r) 12= 1. 

Thus the basic equalities of orthonormal scaling filters 

(expressing that the scaling fonction <p generates an orthonormal family (1p(x-k))kE1l) and 
m1 ( €) = e-iemo ( ç + 1r) (where 'if; = m 1 ( f )$( f) is the Fourier transform of an orthogonal 
wavelet 1/;) are equivalent to the isometric relationship ( 4). 

Moreover the polar formula (5) gives us a reconstruction formula : 

(8) fko = 2 L C2k-kog2k + 2 L d2k-koh2k• 

kE1l kE1l 

The link between wavelets and quadrature mirror fi.lters (i.e. fonctions mo ( ç), m 1 ( ç) 
satisfying (7.1) to (7.3)) is easily described. Indeed if (V,·) is a multiresolution analysis 
associated to a compactly supported orthonormal scaling fonction <p and a compactly 
supported orthonormal wavelet 1/;, and if P; is the orthogonal projection operator onto V;, 
and Q; = P;+1 - P;, the decomposition P;+1f = P;(P;+1f) + Q;(Q;+1/) can be read as: 

L /;+1,k2(i+l)/ 2cp(2i+ 1x - k) = L f;,k2il 2 rp(2i x - k) + L Î;,k2iktf;(2i x - k) 
k k k 

where: 

f;,k = L !;+1,q < 2(i+I)f 2rp(2i+1x - q) 12il 2rp(2i x - k) > 
q 

= L < V2rp(2x- q + 2k) 1 rp(x) > !;+1,q 
q 

= L < V2rp(2x + q) 1 rp(x) > /;+1,2k-q 
q 

and Î;,k = L < V2rp(2x + q) 11/;(x) > f;+1,2k-q 
q 

so that /;,k and Î;,k are given by formulas similar to (3). Moreover 

Il P;+1/ 11~=11 P;f 11~ + Il Q;/ li~ 
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becomes 
"Ç"°"' 2 "Ç"°"' 2 "Ç"""' - 2 
L- 1 !;+1,k 1 = L.- 1 f;,k 1 + L.- l f;,k 1 ' 

hence we see that we have a quadrature mirror filter 

thus our orthonormal scaling fil ter of chapter 5 is a quadrature mirror filter. 
We may now present the Fast Wavelet Transform of S. Mallat. Given two hi-orthog­

onal compactly supported scaling functions cp,cp*, and associated wavelets t/;,t/;*, we are 
looking for a fast computation of the wavelet coefficients 

This computation is organized in the following way. 
Define (ak)kez and (bkhez as ak .=< cp(J) 1 cp*(x - k) > and bk . < cp(x - k) 1 

cp*(½) >: we have $(2€) = ½O:: ake-ike)$(€) and $*(2ç) = ½(E bke-ike)$*(ç). We 
suppose that <p, cp* are compactly supported (and real-valued), so that ak and bk equal 0 
for all but finitely many k0 • Now, remember that t/;, t/;* are defined by 

and 

The wavelet coefficients < f I t/JJ,k >, k E 'Il, correspond to the determination of 

Q;f = '2: < f 11Pf,k > t/;;,k = P;+1f - P;f = P;+1f - P;(P;+1/), 
k 

Hence we have : 

ii 
E ·E < f 11/JJ,k > "Pj,k = P:h+lf - Pji (P;i+1f) + P;if- P;i-1(P;if)+ 
i=io k 

. '' + P;o+1f - P;o(P;o+ln + P;of 

and the computations are organized as follows : 

Step 1. - Begin with the determination of P;1 +1f, i.e. of 
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Step 2. - Compute recursively si,k =< f 1 'Pj,k > and di,k =< f I t/JJ,k > by the 
relationships : 

(9.1) 

(9.2) t"" 1 ( )t-1 di,k = L., _ fi. -1 at-1si+l,2k-t 
iE7Z v2 

(9.1) and (9.2) are easy to prove. For instance, write 

8 i,k =< Pi+1f 1 'Pj,k > = L < f 1 'Pf+l,t >< 'Pi+l,t l 'Pj,k > 
iE7l 

= L Si+l,t ~bt-2k• 
iE7l v2 

As we have already noticed it, (9.1) and (9.2) can be viewed as convolutions followed by 
sub-sampling. 

Finally, the Fast Wavelet Transform of S. Mallat is the algorithm which transforms 
the sequence ( Sj1 +1,k) kE7l into the sequences 

The inverse transform is given by the formula : 

(10) 

(10) is as easy as (9.1) : just write 

Sj+l,k =< Pj+1f l 'Pj+l,k >=< P;f l 'Pj+l,k > + < Q;f l 'Pj+l,k > · 

This formula can be viewed as interpolation by O ((s;,k) -+ (s;,k) with Sj,k = 0 if k is odd, 
= s;,k/ 2 if k is even and similarly ( dj,k) -+ ( d;,k)) followed by convolution: 

The complexity of this algorithm is easy to evaluate. Assume (for the sake of simplicity) 
that / is periodical with period 2N > ( ½ )i0 and that we want to compute 
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knowing ( s;1 +1,1:h:s;;k:s;;2N+ii +1. (Indeed, if f is zN -periodical and j > N then 

We know zN+fx+l coefficients s; 1 +1,k and we want to compute 

ii 
zN+io + L zN+j = zN+ii+l 

i=io 

coefficients s;,k or d;,k : this is the same number, and indeed Mallat's algorithm is a 
mere change of basis. Now, the complexity for computing s;,k or d;,k from (s;+i,k) is 0(1) 
because of formula (9.1) and (9.2). Thus we find that the total complexity is 

zN+i 0 0(l) + zN+io+1Q(l) + •· · + zN+fiQ(l) = 0(2N+i 1 +1), 

and it remains proportional to the number of data whatever the number of scales of 
decomposition is. 

8. Wavelets on the interval. 

One of the main problem in the wavelet formalism was the fact that it is defined on 
the whole line, while in numerical applications one could deal only with fonctions defined 
on a bounded interval. Thus, one had to investigate the problem of truncation in the 
wavelet approximation. 

Among the solutions that were used in the beginning, we may quote the following 
ones (we will always assume that we deal with compactly supported hi-orthogonal scaling 
fonctions tp, cp* and that we deal with a truncated fonction f lto,2 N 1 for which we want to 
compute the coefficients d;,k, io $ j < i1) : 

• the first solution is to extrapolate / outside [O, zN] by O. Thus we have a function j 
defined on the whole line. But we encounter two problems. The main one is that, unless 
/ vanishes at the boundary of [O, zN], we have introduced discontinuities at O and zN, 
and this will be refiected in high-valued wavelet coefficients near O and zN and thus in 
a non-negligible border effect in the reconstruction of/. The second one is the fact that 
we destroyed the independency of our analyzing functions : indeed if l is the length of 
the support of cp* and L the length of the support of the associated wavelet ,p*, in order 
to compute P;+i(i) we need zN+f+I + l - 1 coefficients (corresponding to the scaling 
fonctions 'Pj +l,k whose support encounters (0, zN)), and zN+i + l - 1 coefficients for 

P; (i) and zN +i + L - I coefficients for Q; (i) : thus we need more coefficients for P; (i) 
and Q;(i) than for P;+1(i). 

• a second solution, which is frequently used, is to extend f into a zN -periodical function j. 
Besides the possibility of using FFT in the _computations (which is mainly interesting when 
dealing with non-compactly supported scaling functions), the advantage of this solution 

368 



is that we recover the independency of our analyzing fonctions. Indeed, the coefficients 
< f 1 'Pj,k > or < f 1 'Pj,k > (for j ~ -N) are clearly periodical: < j 1 'Pj,k+2N+i >= 
< j 1 'Pj,k > . Thus we need 2N+i coefficients for computing P;(f), 2N+i coefficients for 

Qi(Î) and 2N+i+l coefficients for computing P;+1 (f). 
As a matter of fact, we have thus constructed a periodicaJ waveJet basis for L 2 ( [O, 2N}) : 

we have 

!
+oo 2N 

Î'Pi,kdx = 1 f E 'Pj,k(x + p2N)dx 
-oo O pE7Z 

( and so on ... ); it is then easy to see that 

and 

are hi-orthogonal bases of L2 ([0, 2N]) and provide bases for spaces of regular periodical 
fonctions (if <.p E Hu, then we have a basis for H 8 (JR/2N'll) for O < s < u). 

• a third solution, introduced in order to alleviate the discontinuities at O or 2N, is to 
e2Ctend / on [-2N,2.2NJ by symmetries: on [-2N,o], f(xl = f(-x); on [2N,2N +2N], 
f(x) = f(2N+ 1 - x). If f E co:([o,2N]) {O <a< 1) then f E co:([-2N,2N+ 1]). Besides 
keeping the regularity off up to order 1, one finds another advantage in this solution : 
one recovers again the independency of the analyzing fonctions, provided that one deals 
with symmetric scaling fonctions (hence with hi-orthogonal scaling functions, since there 
is no symmetric compactly supported orthonormal scaling function but the Haar scaling 
fonction <.p = X(o,i])· Indeed, let's assume that <p, tp* are even fonctions, and thus that 
t/J,t/J* are also symmetrical: t/J(l- x) = ,p(x), t/J*(l- x) = t/J*(x). Now, if k/2i E [-2N,o] 
and SuppfPj,k C [-2N,2N], we have 

< f l 'Pj,k >=< f(-x) l 'Pj,k(-x) >=< f(x) l 'Pj,-k(x) >, 
. . 

and similarly for k/2i E [2N, 2 · 2N] and Supp 'Pj,k C [O, 2 · 2N], 

< Î 1 'Pj,k >=< Î 1 'Pj,2N+;+1 -k > Î 

thus we have only to know the coefficients < j 1 'Pj,k > for O ~ k ~ 2N +i in order to know 

P;(f) on the neighbourhood of [0,2N]. Similarly, for Suppt/JJ,k C [-2N,2N] we have 

< f 1 '1/JJ,k >=< f(-x) l '1/J},k(-x) >=< f l 'I/JJ,-k-1 > 

369 



so that we need only to know the coefficients< f ! 'ifJJ,k >, 0 < k < 2i+N -1. 

Once again, we have constructed a ha.sis for L2 ([0,2N]). Indeed if j 0 is big enough so 
that 2-io times the diameter of Supp cp is less than 2N-l (and the same for cp*, 'if; and 'if;*) 
we have a basis ('P.fo,k)o5k$2N+;o U( ~j,k)i'?.io,O$k$2HN -1 with dual basis ('Pj,k)o5k$ 2;o+N U 

(;j,J,1Ji'?.io,O$k'5:2;o+N -1, where : . 

for ½ diam Supp cp < k < 2io+N - ½ diam Supp cp, 

'Pio,k = 2io/2cp(2i0 x - k) + cp(2i0 x + k) l[o,2NJ 

for O :s; k < ½diam(Suppcp), 

'Pio,k = 2iof2(cp(2iox - k) + cp(2iox - 2io+N+l + k)) ho,2N] 

for 2io+N - ½diam(Supp cp) < k :s; 2io+N and 

for ½diam Supp 'if; < k < 2i+N - ½diam Supp'if; - 1, 

for O :$ k :$ ½diam Supp 'if; and 

for 2i+N - ½diam Supp 'if; - 1 :$ k < 2i+N - 1 

{and similar formulas for 'Pfo,k and ;j,J,k). Indeed, the bi-orthogonality is easy to check, 

and we have already seen the completeness of ($;
0
,k) U ('ifJ},k) {since < f l 'Pio,k >n=< f I 

'Pfo,k >10,2N] and < f l 1/JJ0 ,k >n=< f 1 ;/JJ0 ,k >[o,2N])· The stability of the bases is easy to 
check, as a consequence of the stability of the wavelet bases on the whole line. This basis 
is called the folded basis by Cohen, Daubechies and Vial in [CODV]. 

Both the periodical basis and the folded basis are not well fitted to the study of regular 
fonction spaces with regularity greater then 1 (such as cr([o,2N]), H 8 ([0,2N]),···). A 
reason that we may easily point is that they don 't allow the reconstruction of polynomials 
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on the big scales basic fonctions : indeed x !(0,2NJ is not periodical and cannot be written 
2io+N _ 

as Ek=O Ck'Pio,k• 
In 1990, Y. Meyer proposed a solution which allowed the analysis of H 8 ([0, 2N]). He 

started from an orthonormal Daubechies scaling fonction cp (with Supp cp = [O, 2M - 1]) 
(0 2N) 

and defined V3 ' as the space {f 1(0 ,2NJ / f E V3} where V3 was as usually the closed 

linear span of the 23 f 2cp(23 x - k) = 'Pi,k, k E 'Il. Then v}0 •
2Nl contains the polynomials 

1, x, .. •, xM-l (restricted to [O, 2N]), and we may easily characterize H 8 [0, 2N] for 8 < 8o 

(where 8o is 'the regularity index of cp : 80 = max s) in terms of the orthogonal projections 
r.pEH• 

10 2N) [0 2N) 
P·' from L2 ([0,2N]) onto v. ' . J , 

As we have already seen it (theorem 4 of chapter 4), a basis for v}°•2NI is exactly the 

family (cp(23 x - k) ho,2N])- 2M+2::;k=:;2i+N -1• If j > io where 2M - 1 < 2io+N- 1
, then a 

Gram-Schmidt orthonormalization of this basis gives a basis 'Pi,k such that : 

• for -2M + 2::; k < -1, 'Pj,k(x) = 2(i-io)f 2(p30 ,k(2i-i 0 x) 

• for O < k < 2i+N - 2M + 1, 'P;,k(x) = 2il 2cp(2ix - k) 
• for 2i+N - 2M + 2 ~ k ~ 2i+N -1, 'Pj,k(x) = 2U-io)f 2(p30 ,k_ 2;+N (2i-io (x - 2N) + 2N). 

{0 2N] [0 2N) (0 2N] 
Now, if we try to describe the orthogonal complement W3 ' of V; ' into V;+i , we 
may search for a supplement X; and use again a Gram-Schmidt orthonormalization. Of 

[0 2N] '/2 . 
course, from Vi+l =V;+ Wi, we see that V,·+'i is generated by the functions 2' cp(2' x-

k) 1[0 ,2N] (-2M + 2 < k ~ 2i+N - 1) supplemented by the restrictions of the wavelets 
2il 21f;(2ix-k) ho,2N] (-2M + 2 < k ~ 2i+N -1) (where the wavelet 'if; satisfies Supp'if; = 
[0,2M -1]); but we have too many supplementary fonctions, as we already have noticed 
it when discussing the extension-by-0 solution. But as a matter of fact it is very easy to 
determine, when j ~ j 0 , the 2M - 2 fonctions to be eliminated: for -2M + 2 < k ~ -M 

• N . 1 [O 2N] 
and v+ - M + 1 < k < 21+ - 1 we have indeed 1Pi,k lro,2NJE V; ' • (Just write 
'Pi+l,2k ho,2NJ= 0 for -2M + 2 ~ k ~ -M and expand 'Pi+I,2k on 'Pi,l and 1Pi,l • · ·). Now, 
a Gram-Schmidt orthonormalization of the family 

gives an orthonormal basis .(i;i,k of w}°•2NI, with the properties : 

- i-io - • • 
• Vlj,k = 2 2 1Pio,k(v-, 0 x) for -M + 1 < k ~ -1 

• .(i;i,k = 2i1f;(2ix-k) for O < k ~ 2i+N - 2M + 1 

• .(i;;,k = 2i~io .(i;io,k-2i+N (2i-io (x - 2N) + 2N) for 2i+N - 2M + 2 < k < 2i+N - M. 

Thus we have border functions af, af, f3f, /3/; such that for j > io: 
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2M-2 2i+N -2M+l 

P}°'2N]f = L < f 12if20:f(2ix) > 2ff20{(2ix) + L < f 1 'Pi,k > 'Pi,k+ 
k=l k=O 

2M-2 

I,: < / 1 2il 2af (2i (x - zN) > 2il 2a:f; (2; (x - 2N)) 
k=l 

while 
M-1 

(p}~;N1 - P}°'2N])f = L < f 12U2pf (2i x) > 2if2pf (2i x)+ 
k=l 

2i+N _2M+l M-1 

L < f l 1/J;,k > 1/J;,k + L < f 12il 2pf(2i(x- 2N)) > 2il 2pf(2 3(x-2N)) 
k=O k=1 

with moreover 
Supp af, Supp /Jf c [o, 2M - 2] 

and 
Suppœf ,Supp/Jf C (-2M + 2,0]. 

Although Meyer's construction provides a nice theoretical solution for wavelets on 
[O, 2N], it had to be modified because the Gram-Schmidt orthonormalization was not well 
conditionned. 

The simplest modification is to be found in [CODV]. The construction of Cohen, 
Daubechies and Vial is very easy ; since we want to have the polynomials in our big scale 
basic space, we have to include them in our basis ; but since we want to separate border 
0 and border 2N, we have to split each polynomial on two half-polynomials ( a left-hand 
part and a right-hand part). Now remember that for O < k < M - 1, Ete~ lk<p(x- l) = 
xk + Qk-l (x) where Qk-l is a polynomial of degree less than k. Thus we may consider 

N (0 2N] 
the subspace V; of V; ' spanned by : 

• for k = 0 to M - 1, Et<lo ek'Pj,t lro,2NJ 
• for lo < l :$ 2f +N - l1, <p;,t 
• for k = 0 to M - 1, Ee>2i+N -!1 ek'P:i,l lro,2NJ 

where lo > O, t 1 > 2M - 1. We have thus a ha.sis of V; (which has dimension d = 
2i+N - t 1 - l 0 + 1 + 2M). Moreover it is easy to see that V; C V:i+I, so that we may 
look at the sequence of the orthogonal projection operators V; from L2 ([0, 2N]) onto V; 
as a multi-resolution approximation process. Cohen, Daubechies and Vial choose lo = 1, 
l 1 = 2M in order to have dim V:i = 2f +N. Such a choice is motivated by the fact that 
in image processing the sh;e of the images is usually a power of two and also· by the fact 
that in that case dim V;+1 = 2 dim V;j, which corresponds to the empirical meaning of 
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the scale ( and allows to develop wavelet packets on the interval by iterative division of 
even-di:nensional spaces into two subspaces of equal dimension [see chapter 9]). 

Other modifications have been proposed, more or less equivalent to the one we exposed 
here. In particular A. Jouini and P.-G. Lemarié-Rieusset [JOU] developped the notion of 
hi-orthogonal multi-resolution analysis on the interval and could extend to the interval the 
commutation property between differentiation and projection operators (with applications 
to the duality Ht[o, 2N], s-k[o, zN]). 

4. Quadrature formulas. 

In this section, we pay a few words to the topic of effective calculus with wavelets 
and scaling fonctions. We consider hi-orthogonal compactly supported scaling fu.nctions 
'P, ip* with scaling fi.lters mo, mô. Standard references for this section are [LEM3J, [BEYl], 
[BEY2], (SWE], [TEN] among many others. 

i) Moments : The calculus of J xkip dx is very easy to do. Indeed, it is equivalent to 

compute ( fe) k ip le=o. But we have cp(2€) = mo(€)cp(€), hence: 

(11) 

and, from cp(0) = l; we can compute (fe)kcp at any order by iteration of formula (11), 
since the derivatives of m 0 are obvions to compute. 

ii) Tabulation : If cp E L 1 (so that <pis continuous), it is very easy to tabulate ip. Indeed, 
we have a two-scale equation 

(12) 
B 

cp(!) = L akcp(x - k) where supp <p = [A, B] 
2 

k=A 

so that if we know <p on 'IL, we may compute iteratively <p on 'll/2;. Thus we just have to 
know ip(k), A+ 1 < k < B - 1. But those values are solutions of a linear system: 

B 

For A+ 1:::; k::;; B -1, cp(k) = L at<p(2k - l) 

(13) l=l 
B-1 

L cp(k) = 1. 
k=A+l 

Write cp(k) = €k, with €k = 0 if k < A or k > N ; then the system (13) has an unique 
solution (€k)kE7L• Indeed if (€k) is any solution of (13) (with €k = 0 for k (/. {A.+ 1, • • • ,B-
1}), then we write Po(€) = Ef::-l+i f.ke-ike and Ôo = Po(ç)XK(ç) where K is a Cohen 
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compact set associated to mo. Then we define Om+1 as e::;1(ç) = mo(f )Ô (f ). We have 

e::;1(€) = I11~} mo(i)xK(~)Po(~), hence e:+1-+ Po(O)<p in L 1 (by dominated 
convergence theorem), and since P0 (0) = 1, Om+l -+ cp in C0

• But we have Oo(k) = Ek for 
all k E 'Il, hence by induction on n : 

B B 

On+l (k) = L at0n(2k - l) = L atE2k-l· 
l=A l=A 

If k E {A+l, · · · ,B-1}, we find On+1(k) = Ek; if k ~ A then 2k-l ~ A hence E2k-l = 0 
and On+l (k) = 0 ; if k ~ B then 2k - l ~ B hence E2k-l = 0 and On+l (k) = O. 

Thus we may determine <p by solving an eigenvalue problem for a finite matrix. An­
other way to determine cp is the cascade algorithm of I. Daubechies [DAUl). One ap­
proximates <pin C0 by gn, where g-;:j:'"1(€) = mo(!)Dn(f) and go is such that Lke7L 1 
Do(€+2k,r) IE L 00

, §o(2k1r) = O, Do(O) = 1 and lim Lke7L I g(ç+2k1r) I= 1; then §n-+ <p e-o 
in L1, thus we have a nice approximation of cp. One usually chooses for g0 a spline fonction, 
for sake of simplicity. Nevertheless, the convergence of gn to cp need not to be rapid. S. 
Durand [DUR) has shown that in order to have a good convergence one should require on 
g0 that g0 and <p should have on 2,r'/l not only the same values but also the same first 
derivatives. 

iii) Derivatives of cp : In order to tabulate t, one may use the fact that ~ = cp(x) -
cp(x - 1) where cp is another scaling fonction. One may also use the two-scale equation 
(12) to get the system 

B 

For A+ 1 ~ k ~ B - 1, cp'(k) = I: 2atcp(2k - l) 

(14) l=A 
B-1 d 
L kcp'(k) = -i dçm 0 (0). 

l=A+l 

B-1 

L cp1(k) = 0 and 
k=A+l 

iv) Primitives of cp : We may remember that J;+ 1 cp(t)dt is a scaling fonction so that we 
k+l . li.!. 

may compute easily fk cp(t)dt. For f k
2

' cp(t)dt, expand<p on the 'Pj,l fonctions. 
21 

v) Bilinear integrals : If we want to compute J cp1 (x - k)cp2 (x - l)dx for two _scaling 
fonctions, wejust have to notice that ~(x) = J cp1 (y)cp2 (y-x)dy satisfies itself a two-scale 

equations (with filter M(E) = m 1 (ç)m2 (ç)). It always satisfi.es ~ E L 1 (but may fail to 
generate a Riesz basis, because M may violate Cohen's criterion). 

For trilinear integrals, one should work with 2D-scaling fonctions 

the computations are similar but more heavy. 
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vi) Quadrature formulas: Now, we want to compute sJ-,k = J f(x)2il 2rp* (zi x-k)dx given 
the sampling (!( 2~ )heJZ• (From the values Sf,k estimated for the larger i compatible with 
the sampling, one deduces the values se,k, l < j, through Mallat's algorithm). The first 
solution is to use a naive formula 

(15) 8j,k ~ 2-f/ 2 L !(! )rp* (l- k). 
I.E:iZ 

H rp* reconstructs polynomials up to degree M, we have ( * )k<,3* (2l7r) = 0 for l =/=-0 and 

0 $ k $ M, hence Ete7l lkrp*(l) = f xk<p*dx. Hence formula (15) is valid on polynomials 
up to degree M. 

We may need further accordance than to degree M, to have a better accuracy for a 
regular f, or want to shorten the computations (since the length of Supp rp* may be much 
longer than M + 1). We search then for a formula 

·12"' e (16) Sj,k ~ 2- 3 L.,, f(
2

j )ak-l 

lE:iZ 

which is exact on polynomials up to degree Q and where ( ak)keJZ takes for all but Q + 1 
indexes k the value O : a.0 , o:1 , • • • , ag =/=-0 and cr.k = 0 elsewhere. Then t:Xk is given by : 

for k E {O,···,Q}, ak = j II G = !) ,p'(x)dx 
l=fak, l=O 

(17) 

and thus may be easily computed since we know how to compute the moments of rp*. 
More elaborate formulas, including Chebychev collocation, have been developped by 

W. Sweldens [SWEj. Remember also that the coifl.ets <p (example n° 8 in chapter 5) were 
constructed with size of support 3M-1 so that for all k E {O, · · • ,M-1}, J xkrp(x-l)dx = 
t,k ; hence for a coiflet, we may use the formula: s;,k ~ f( t ). 

5. The BCR algorithm. 

Among the applications of wavelets to numerical analysis, we choose to expose the 
BCR algorithm introduced in 1989 by G. Beylkin, R. Coifman and V. Rokhlin [BEYl]. 
The idea is to represent a linear operator on L2 (1R) by a matrix in a wavelet basis. H 
we discretize T E .C(L2 ,L 2 ) by TN = PNTPN, where PN is the orthogonal projection 
operator on the space V N of a multi-resolution analysis generated by a compactly supported 
orthogonal scaling fonction, we are going to see the way to use the wavelet decomposition 

J 
V N = V N -J EB EB W N-k to get a better representation of T. 

k=l 
The standard form of TN is obtained by the change of basis from the scaling fonctions 

('PN,k)keJZ to the wavelet basis ('PN-J,k)keJZ U (1PN-t,k)te{l,··•,J},kEZ• We have 

J J J J 

TN = LAt+ L Be,+ L L Ce,t1 

l=l l'=l l=l l'=l 
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with Ae = PN-JTQN-l, Be1 = QN-e 1 TPN-J, Ce,e1 = QN-t 1 TQN-l• 
The non-standard form of TN is obtained by a change of basis, not in VN but in the 

space VN©VN of matrices onto VN : we replace the 2D scaling fonction basis ('PN,k©'PN,k') 
by the 2D wavelet basis 

(cp N-l,k © 'PN-t,k' h5:e5:J,(k,k')E'0,2 u ( VJN-t,k © t/J N-t,k' )i5:e5:J,(k,k')E'0,2. 

I.e. we have written : 

J 

TN = TN-J EB LTN-l+l -TN-l 
l=l 

J 

= TN-J EB L QN-tTPN-t + PN-eTQN-t + QN-1.TQN-t• 
l=l 

In the non-standard form, we don't let wavelets at different scales interact but replace this 
interaction by the interaction of wavelets and scaling functions at the same scale. 

The non-standard representation is especially interesting for pseudo-differential opera­
tors (as e.g. parametrics of elliptic differential operators) or Calder6n-Zygmund operators, 
because for such operators the distribution kernel K(x, y) has its singularities concentrated 
on the diagonal x = y ; hence in the 2D wavelet basis, its coefficients are concentrated on 
wavelets located near the diagonal. It means that when one neglects the small coefficients, 
we obtain a sparse matrix whose number of non-zero entries grows linearly with the num­
ber of data instead of growing as the square of this number. Another interesting feature 
is the fact that these operators behave almost homogeneously with respect to dilations, so 
that the obtained matrix can be well handled with a simple preconditioner. 

Thus, the non-standard form is efficient for the compression of pseudo-differential 
operators. The standard form is especially interesting (for pseudo-differential operators) 
for iterative algorithms, because it allows a fast multiplication of matrices. (Be careful 
that the non-standard matrix doesn't obey any more to the usual matrix algebra. In order 
to compute T(vN) we have to write 

and to write v N in a non-standard way as : 

VN-J 

WN-J 

Vn-J-1 

VN = Wn-J-1 
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then multipiy iJ N by the non-standard matrix 

AN-J BN-J 0 0 
CN-J DN-J 0 0 

0 0 0 BN-J-1 0 
0 0 CN-J-1 DN-J-1 0 

M= 
0 0 

0 BN-1 

CN-1 DN-1 

(where Ak = PkTPk, Bk= PkTQk, Ck = QkTPk, Dk = QkTQk) which gives 

0.N-J 
f3N-J 

0.N-J-1 
Ô.N = f3N-J-l 

Ct.N-1 

f3N-1 

where O.k E vk and f3k E Wk 

and finally T(vN) = Ef=l O.N-t.+f3N-t. = (1, .. ·, l)âN, Of course we don't have T 2 (vN) = 
(1,···,l)M 2ûN), 

6. The wavelet shrinkage. 

From the very beginning, wavelet transforms have been viewed as a tool for compres­
sion or de-noising in signal processing. The idea is to set to Othe wavelet coefficients which 
are under a given threshold €. In compression, they are looked at as unsignificant : those 
wavelet details are neglectible with regard to the coarse approximation PJ/ (where one ap­
proximates f by PN+Jf, then makes a wavelet transform PN+Jf = PJ/ + L~o1 

PJ+d), 
In de-noising, they are looked at as unreliable because lost in the noise. 

Many authors have investigated de-noising through wavelet coefficients thresholding. 
Among them, we quote the wavelet shrinkage algorithm of Donoho and Johnstone [DON2]. 

These authors are interested in recovering a fonction f(t) on [0, 1] from the noisy data 
Yk = f ( 2i+J) + o-zk where 0 < k:::; 2N+J -1 and the Zk are a.white noise. They use the 
wavelet transform on the interval of Cohen, Daubechies and Vial to get wavelet coefficients 
(w;,k)J5;::::;N+J-l,o5k5 2;_ 1 and coarse scale coefficients (sJ,k)o5k::::;2 J_ 1• Then they make 
a soft thresholding : üJ;;ic = sgn(w;,k)(I w;,k 1 -t)+ with treshold t = ✓2(N + J)u, and 
compute from (t.û;,11:) and (0) the estimate Î(t), t E [0, 1]. 

D. Donoho proved that this estimate is very near to be optimal among all measurable 
procedures, provided we have an a priori regularity estimate on/. This near-minimaxity 
result relies heavily on the fact that wavelets provide unconditional bases for many smooth­
ness spaces ( as Besov spaces) so that wavelet shrinkage is a smoothing operator with respect 
to those smoothness classes. 
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Chapter 9 

FURTHER EXTENSIONS OF WAVELET THEORY 

In this chapter, we will say a few words on some generalizations of wavelet bases. 
An immediate generalization is the notion of multi-resolution analysis with multiplicity 
r : the space V0 is no more generated by the translates of a single scaling fonction rp, 
but by the translates of r fonctions 'Pl,•••, 'Pr• Another generalization is the notion of 
wavelet packets, which associates to an orthonormal scaling filter mo a whole library of 
orthonormal bases of L2 {lR) together with a selection algorithm for finding the best basis 
for a given signal. Such a best basis algorithm has been also developped for the local 
sine transform of Malvar, which allows an adaptative time-frequency analysis, where one 
constructs an adaptative segmentation of the time axis (whereas in the setting of wavelet 
packets one constructs an adaptative segmentation of the frequency axis). Finally, those 
best basis algorithms have been recently criticized by S. Mallat, who introduced a new 
adaptative time-frequency algorithm, the so-called matching pursuit. 

1. Multiple scaling functions. 

An extension of the notion of multiresolution analysis was proposed in 1992 by Good­
mann, Lee and Tang [GOOJ : 

DEFINITION 1. - A multiple multiresolution analysis of L2 (IR) is a family (Vj )jE7L of 
closed linear subspaces of L2 (IR) such that: 

{i) 
(ii) 
(iii) 

V; C V;+1, njE7L V;=/- {O}, U;e7L V; is dense in L 2 

f(x) E Vj <=} f(2x) E Vj+l 
there exists a fi.nite number of fonctions rp1 , • • •, <p N 

l)h:5e:5N,kE7L is a Riesz basis of Vo. 
such that the family ('Pe 

A natural example of such a generalized multiresolution analysis is provided by the 
spline fonctions with multiple knots. 

Multiple multiresolution analyses share many properties with the "classical" multi­
resolution analyses. (See for instance Chapter 4 where we deal with such analyses). The 
scaling filter m 0 is replaced by a N x N matrix Mo(ê); its properties have been studied 
by L. Hervé in [RER]. 

However, besides spline fonctions, there is not so much examples of multiple multires­
olution analyses in the litterature. A striking example has been given by Bardin, Kessler 
and Massopust [HAR] : they obtain continuous orthonormal scaling fonctions with a very 
short support (N = 2, Supp 'Pl = [O, 1], Supp <pz C [O, 2]). 
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2. W avelet packets. 

Wavelet packets have been introduced in 1990 by R. Coifman, Y. Meyer, S. Quake 
and V. Wickerhauser [COIM4]. They have been developped as a tool for coding and 
compression ; their use in analysis encounters some obstacles because of the Jack of control 
for the frequency localization of the wavelet packets [COIM2]. 

The idea of wavelet packet cornes from the following remark: whereas scaling filters in 
wavelet theory can be viewed as quadrature mirror filters, the algorithms for which the two 
families of filters were introduced are very different in the splitting of the phase space they 
are related to. In case of Mallat's algorithm, Vo is splitted into Y-1 E0 W _1 : Vo is roughly 
speaking a space of "band-limited" signals with bandwidth 21r, and each V_1 and W _ 1 

have bandwidth 1r ; then one splits V_1 into V_2 E0 W _2 while W _1 remains unchanged, 
and so on. In case of the subband coding scheme, one splits the space of band-limited 
signais with bandwidth 21r into two spaces of bandwidth 1r, and then one splits again each 
space into two subspaces, and so on. Wavelet packets were introduced as a description of 
the intermediate algorithms between those two cases. 

More precisely, let cp be a compactly supported orthonormal scaling function, with 
associated scaling filter mo(ê). Let m1 be the associated filter: m1(ê) = e-ïemo(ê + 1r), 
so that one may define the associated orthonormal wavelet 'f/; by ~(2€) = m 1 ( ç)cp( €). 

DEFINITION 2. - The basic wavelet packets (wn(x))nEN associated to the orthonormal 
scaling fonction cp are defi.ned by : 

(1) 
N 

Wn(ê) = IT mi; ( 2~.) · cf>(
2
t ), 

i=l 

THEOREM 1. - Let V0 be the closed linear span of cp(x - k), k E 'Il. Then : 

i) For all q E JN, the family (2-qf 2wn(2-qx-k))o::;;n<2q,kEZ is an orthonormal basis ofVo. 
ii) More generally if [O, 1) is decomposed as a disjoint union of fi.nitely many dyadic intervals 
[O, 1) == Ucn,q)EQ[ ~' ntl ), the family (2-qf 2wn(2-qx - k))(n,q)EQ,kE7L is an orthonormal 
basis of Vo. 

This theorem can even be generalized to infinite decompositions : in [COIM2], it is 
shown that if m0 ( ç) is the scaling filter of the Lemarié-Meyer wavelet then for each infinite 
disjoint decomposition [O, 1) = Ucn,q) [ ~, ntl) U D (where D is denumerable), then the 
family (2-qf 2wn(2-qx - k))cn,q)EQ,kE7L is still an orthonormal ha.sis of Vo. 

Proof of theorem 1. This theorem is obvious. mo and m1 are two conjugate quadrature 
mirror fi.lters, this if w E L2 is such that (w(x - k))kEz is an orthonormal basis of a 
space n, then Wo and W1 defined by wo(2e) = mo(ç)w(e) and w1(e) = m1(e)w(e) generate 

orthonormal bases ('72w0 (f-k))kEZ of a subspace Oo and ( 72w1(!-k))kE7L of a 

..L 
subspace O 1 such that O = 0 0 © 0 t • 
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Thus we may split V0 into Vo,o and Vo,1, then split V0 ,o into Vo,o,o and Vo,0,1 and Vo,1 
into Vo,1,0 and Vo,1,1 , and so on up to step q. Then we have 

.L 
Vo = EB Vo,f1 ,··•,(g 

(e1,··•,€q) E {O,l}q 

and a basis of Vo,Ei,·•,fq is given by (2-qf 2w'°'q e, 2;-1(2-qx- k))kE:?Z• Thus point i) is 
~l J 

proved. 

Point ii) is very easy. We may choose for each Vo,e1 ,• .. ,eq to split it into two parts or 
to keep it as a single space. Each finite partition of [O, 1) corresponds to a finite sequence 
of choices. 

For instance, Mallat's algorithm corresponds to the splitting 

Vo = Vo,o EB Vo,1 ='Vo,o,o EB Vo,0,1 EB Vo,1 = · · · 

i.e. Vo = v_N $ w_N $ w-N+l $ • • • $ W-1 with v_N = Vo,e1=0, .. •,EN=O and w_K = 
Vo,t:1=0,e2 =o, ... ,fK-i=O,eK=li thus [O, 1) is split into [o, ~) U Uf [ fr;, fi;). In constrast, the 
subband coding scheme corresponds to the splitting Vo = EB Vo,e1 ,• .. ,EN 

(e1,··•,eN) E {O,l}N 

1.5 2 2 2 

1 1 1 i 

0.5 • 1 1,. 
0 ·~ 0 Il' 0 

0 -i -1 -1 

-0.5 -2 -2 -2 
0 10 20 0 10 20 0 10 20 0 10 20 

W0 (phi) W1 {psi) W2 W3 

2 2 2 2 

1 1 1 1 

0 0 
.i 

0 
t.. ., 

1 a r- 0 
~ 

-1 -1 -1 -1 

-2 -2 -2 -2 
0 10 20 0 10 20 0 10 20 0 10 20 

W4 W5 W6 W7 
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What is the purpose of introducing such bases ? The idea is that wavelets are well 
fitted to the analysis of localized singularities (as a Dirac mass for instance) but have a 
rather poor frequency resolution ; in contrast, the subband coding scheme may focus very 
well on a given frequency but at the cost of a loose space resolution. Now, having a whole 
family of bases should allow one to choose for a given signal a "best basis". 

What is a "best basis" ? We consider a signal f E Vo with finite length (i.e. Supp f 
is compact, or f is periodical, or f is restricted to an interval,- · ·) and we would like to 
compare the expansion off onto two bases (Ek) and (Tlk)-The tool which is frequently 
used is the entropy of the expansion : 

If fis proportional to fko then E(f, (Ek)) = 0; otherwise 

Thus the entropy measures the concentration of the expansion of f onto (Ek)• The best 
basis (inside a family of orthonormal bases) will then be the basis which minimizes the 
entropy. 

The best basis algorithm for wavelet packets is described in the book by V. Wicker­
hauser [WIC], and in many papers (see the talk of R. Coifman at Kyoto for instance [COI]). 
The algorithm is based on Shannon 's formula for entropy : if a basis ( Ek) is decomposed 
in (EkhEKi and (EkheK 2 and the fonction f is decomposed in / 1 = LKi < fi I fk > fk 
and 12 = LK

2 
< /2 1 fk > Ek, we have obviously : 

Now if we replace (Ek)K1 by another basis (11k)K1 for Span(Ek)K 1 and (Ek)K 2 by (?Jk)K2 , 

we find that the minimum of 

is determined by the minimum of E(f1, (Ek)K1 ) and E(f 1, (11k)K1 ) and by the minimum 
of E(/2, (Ek)k 2 ) and E(/2, (11k)K2 ). Thus the strategy is clear : we have, at each level 
K, spaces Vo,e1 ,··•,eK and projections of f on Vo, €1, • • ·, fK (which we note f e1 ,··•,EN 

Lk 2-K/ 2 < f I wn(2-K x - k) > wn(2-K x - k), n = E~ fj2j-l and bases bei,··•,EK = 
(2-Kf 2wn(2-Kx- k)). We begin at level L, with basis /3ei,··•,eL = bei,···,EL for Vo,e1, ... ,eL, 
then inductively define bases at level K from bases at level K + 1 by comparing E = 
E(fe1 ,···,eK, be1 ,··•,EK) to 

381 



If E ~ A, we keep /3€1 , ••• ,EK = be1 , ... ,eK ; if E > A then we put /3ei,•·•,eK = f3ei,··•,eK,o U 
/3ei,··•,eK,1 (and we have E(/e 1 , ... ,EK,f3.

1
, ••• ,. l =Ain that case). 

This gives a very fast algorithm for the best basis selection, ( due to the embedding 
properties of the different spaces we deal with). 

3. Local sine bases. 

Local sine bases have been introduced in 1987 by H. Malvar [MALV] as a way to define 
an orthonormal basis adapted to the windowed Fourier transform. (Remember that one 
cannot find an orthonormal basis of L2 (1R) of the form g(x - k)e- 2fant such that xg E L2 

and g1 E L2 ). The Malvar basis can be defined in the following way : choose a window 
fonction w such that w E C~(lR), Supp w C [-½, !], 0 ~ w ~ 1, w(l - t) = w(t) and for 
all t E [-½, ½], w 2 (t) + w2 (-t) = 1 ; we call such a fonction a Malvar window. 

THEOREM 2. - Let w be a Malvar window. Then the family 

(w(t - 2l))te~ U ( v'ïw(t - 2l)cos(k:7rt))te~,k~l U ( v'ïw(t - 2l- l)sin(k1rt))te~,k~1 

is an Hilbertian basis of L2 (IR). 

Proof. We define Wt by : / E W2t if and only if f(x + 2.t) E Wo, f E W2e+1 if and 
only if f(x + 2l) E W 1 , and: 

1 3 1 1 1 3 
/ E Wo <=> Supp f C [- 2, 2], f(t) = f(-t) on [- 2, 2], f(t) = f(2 - t) on [2, 2] 

3 5 1 3 3 5 
/EW1 # SuppJ[ 2,2], f(t) = -/(2-t) on [2,2], f(t) = -/(4-t) on [2,2] . 

..L 
Then we have L2 = EB Wt. The orthogonality between Wt and Wt, is obvious if 

l E 'IL 
l l - l' I> 1 ; if l = l' + 1, we write for / E Wt and g E Wtt 

/ 1Hl/2 1l 
fgdx = f(x)g(x)dx = (f(x)g(x) + f(2l- x)g(2l- x))dx = 0 

t-1/2 l-1/2 

because one of the fonctions is symmetric around l and the other one is antisymmetric. 
The completeness is easily proved : write 

f = L IX[t-½,t+½l 
lE7J; 

= L f(x)X[t-½,t+½](x) + :(2.t- x)X[t-½,t+½J(x) + 
lE7J; 
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with 

f(x)X[l-½,l+½l (x) - f (2l - x)X[t-½,l+½l (x) 

2 

(
f(x) + f(4t- x)) f(x) + f(4t + 2 - x) 

g2l(x) = X[2l-½,2l+½J(x) 2 + X[2l-½,2l+J1(x) 2 

and 

/ (X) - f ( 4l + 2 - X) / (X) - f ( 4l + 4 - X) 
g2e+1(x) = X[2l-½,2l+J1(x) 2 + X[2l+J,2l+½J(x) 2 . 

..L 
We have ge E We, and thus L2 = EB We. 

Now we daim that w(t - 2l)) U (✓:i'w(t - 2l)cos(k1rt))kEZ is an orthonormal basis 
of W2e-We may assume l = 0 ; we thus have to show that : T : µ(t) -+ µ(t)w(t) is an 
isometry between the space of even periodical fonctions in L2 (1R/1l) and W0 • But Tµ, E W0 

is obvious: on[-½,½], Tµ,(t) = µ,(t)w(t) = µ(-t)w(-t) and 

Tµ(l- t) = µ,(1- t)w(l - t) = µ,(1- t)w(t) = µ,(-1 + t)w(-t) 
= µ(1 + t)w(l + t). 

Moreover, we have : 

!3/2 Jl/2 
1 Tµ(t) 12 = 1 w(t) 12 (1 µ(t) 12 + 1 µ,(l - t) l2)dt 

-1/2 -1/2 

1
1/2 

= 
0 

1 µ(t) 1
2 + 1 µ(l - t) 1

2 dt (since µ(l - t) = µ(1 + t)) 

11 112 = 1 µ(t) 12 dt= - 1 µ(t) 12 dt. 
O 2 O 

In order to conclude, we have just to check that T is onto. Define for cp E W0 , 

µ(cp) = L cp(t - 2l)w(t - 2l) + L cp(U- t)w(2l- t) 
LEZ lE2Z 

we have 

T(µ,(cp)) = w(t) (z: cp(t - 2l)w(t - 2l) + L cp(2l- t)w(2l- t)) 
LEZ lE2Z 
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if t E [-½, ½] this gives 

T(µ(<p )(t)) = w(t)<p(t)w(t) + <p(-t)w(t)w(-t) = 2<p(t) ; 

if t E [-½, !], we have: 

T(µ(f) (t)) = w(t)<p(t)w(t) + <p(2 - t)w(2 - t)w(2 - t) = 2<p(t) ; 

thus T(µ(<p)) = 2<p. 
Similarly, ( \1'2w(t - 2l - l)sin(k1rt))kE1l is an orthonormal basis of Wu+i• Indeed, 

S : µ(t) -+ µ(t)w(t - 1) is an isometry between the space of odd 2-periodical fonctions in 
L2 (IR/7l) and W1• Thus, theorem 2 is proved. ■ 

Malvar's basis provides then an elegant solution to the problem of finding an orthonor­
mal basis for the windowed Fourier transform. We can have even a better basis : we can 
adapt the basis to an arbitrary locally finite decomposition of R. into intervals, as it was 
shown by R. Coifman and Y. Meyer [COIM3] : 

THEOREM 3. - Let (x;);ezz; be a sequence of real numbers such that x; < x;+1, 
. lim x; = +oo and . lim x; = -oo. Let (a:;);E7l be a sequence of positive numbers ,-+oo ,--oo 
such that a;+ a:;+1 < x;+ 1 - x,-. And let (w;).iE1l be a sequence of fonctions such that: 

(i) Supp w; C [x; - a;, x;+1 + a:;+1] 
(ii) on [x,-+1 - a:;+1, x;+1 + a:;+1], w;(x) = w;+1 (2x;+1 - x) 
(iii) 0 < w; ~ 1 and E;ez wJ(x) = 1. 

Then the family <p;,k(x) = -J :i;+:-:i; w;(x)cos { <2;t~~:~~);)}, j E 'Il, k E lN, is an 

orthonormal basis of L2 (1R). 

Proof. Write f = E f wJ = E f;w;, where on [x; + a:;,x;+1 - {,,-], /; = f, 
on [x· - a:· x· + a:·] f·(x) - [(:i)w;(:i)+J( 2:i;-:i)w;( 2:i;-z) and on [x· - a· x· + 3 3' 3 3 , 3 - 2 ,+1 ,+1, .1+1 
a:;+1], f;(x) = f(:i)w;(z)-J( 2z1\ 1 -:i)w;( 2zi± 1 -x) (notice that on [x;+1 - a:;+1, x;+1 + a:;+1), 
w;(x)w;(2x;+1 - x) = w;+ 1(x)w,;+ 1 (2x,;+1 - x) = w;(x)w;+ 1 (x)). We have 

f;w,; = w;~x) (Lf(x-lL;)(-l)tw;(x-lL,;) 
tE1l 

+ 1:(-l)tw(2x,; - x- lL;)f(2x; - x-lL;)) 
tE1l 

where L; = 2(x;+1 - x;), and thus each / in L 2 can be decomposed as E;eZL g;w; where 
g,; is L;-anti-periodical and satisfies g;(x) = g,;(2x; - x). Now, g,-can itself be written as 

'°"' (2k + l)1r(x - x,-) 
g; = L., g;,kCOS L. ' 

kE1l 1 

384 



and thus the family 'Pi,k is complete. The orthonormality is obvious : 'Pi,k'Pj' ,k' = 0 if 
1 . - ., I> 2 
J J - ' 

so that < 'Pi,k 1 'Pi',k' >= 0 if j-:/= }'; now if j = j', we have 

J 1:z:;+a; 2 {2k+l),r(x-xj) (2k1 +1)1r(x-x;) 
'Pi,k'Pf,k'dx = _. cos-'------'----''-'-Cos 

-, Xj+l - Xj L; Lj 

• (w;(x) 2 + w;(2x; - x)2)dx 

+ {:z:;+1-0:;+1 __ 2 __ cos (2k + l)1r(x - x;) cos (2k' + l)1r(x- x;) dx 
lx;+cc• x;+1-Xj L; L; 

J 

1:z:;+i 2 (2k + l)1r(x - Xj) (2k1 + l),r(x- x;) + ----cos-------"-cos---------------
:z:;+i -oc;+i Xj+1-x; L; L; 

· (w;(x) 2 + wj 2x;+1 - x) 2)dx 

1L/ 2 4 (2k + l),rt (2k1 + l)1rtd r: 
= O L cos L cos L t = Uk,k'. 

Thus theorem 3 is proved. ■ 

The main interest of the above construction is the merging property : we may easily 
delete the point x; in our subdivision of lR by the following procedure : we replace the 
windows w;-1 ( defined on [x;-1 -a;- 1, x3 +a;]) and w; (defined on [x;-a;, x;+ 1 +o:;+ 1]) 
by the window w defined on [x;-1 - a;-1, x;+1 + o:;+1] by w(x) = Jw;-1 (x)2 + w;(x) 2 • 

Then we have the following useful relationship : 
l. 

Span (w ·(x)cos (2k+l)'lr(:z:-:z:;) k E 1N) EB Span {w ·- (x)cos (2k+l)tr(:z:-:z:1-i) k E 1N) 
; 2(:i:;+1 -:z:;) , ; 1 2(:i:;-.:i:;-d , 

S ( ( ) (2k + l)1r(x - x;-1) k 1N) = pan w X cos ( ) , E 
2 Xj+l -Xj-1 

which allows, as for the wavelet packets, a best basis algorithm (based on Shannon 's 
formula of entropy) for choosing the more suitable segmentation of lR for a given signal. 

The references for this local sine transform and the associated best basis algorithm are 
the same than for the wavelet packets [WIC], (COI} ; demo software for such algorithms 
is available by anonymous ftp at Yale University (ceres.math.yale.edu). 

4. The matching pursuit algorithm. 

The matching pursuit algorithm was introduced in 1992 by S. Mallat and Z. Zhang 
[MALL2] for r~presenting highly non-stationary signais, for which the best basis algorithms 
described in the previous sections cannot be optimal. 
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The idea is to expand a given signal in a small number of time-frequency atoms, and 
in order to make this number of atoms as small as possible to select atoms that match the 
different structures included in the signal. In the setting of best basis algorithms, one seeks 
a global optimization of the entropy of the representation of the signal on a basis selected 
in a given library, but this global optimization may fail to be efficient if the signal contains 
very diff erent structures : each structure may be better represented in its own basis. Thus, 
after having determined a first component of the signal through the use of a first "best" 
basis, one should analyze the remaining signal through a second "best" basis, and so on. 
Then, one doesn't deal with (global) bases any more, but only with superposition of atoms 
of various shapes and properties. 

The matching pursuit algorithm of S. Mallat is then the following one. Given a 
separable Hilbert space H and a "dictionary" D, i.e. a family (ed)dED of unitary vectors 
in H such that the linear span of the ed 's is dense in H, one tries to represent a given 
/ E H by a superposition of the ed's by selecting the best ed that approximates /, and 
then the best one that approximates the remainder, and so on ; since H is ( a priori) 
infinite-dimensional, this best ed may not exist, so we fixa E (0, 1) and seek ed0 such that: 

I< f I edo >I~ asup I< f I ed >I 
dED 

and write f =< f I ed0 > ed0 +g1 = fi +g1; then we define inductively gn (and fn = f-gn) 

by Un=< gn I ed,. > ed,. + Yn+1 where I< gn I ed,. >I~ a sup I< gn I ed >l. Of course we 
dED 

have Il Yn llir=l< 9n I ed,. >12 + li 9n+l Ili! ; and thus (writing / = g) 

+oo 
L I< Un I fd,. >12~11 f Ili! • 
n=O 

As a matter of fact, adapting a proof of Jones [JON] for the statistical algorithni named 
the projection pursuit regression, Mallat and Zhang proved that li un IIH---+ 0 as n---+ +oo, 
so that: 

+oo +oo 
f = L < Un I ed,. > ed,. and Il f Ili!= L l< 9n I ed,. >12 

• 
n=O n=O 

Moreover, though the summands are not pairwise orthogonal, we have the following control 
on the partial sums 

n-1 

f n = f - Yn = L < Yk I edk > fdk 
k=O 

+oo 
Il / - f n llir=ll gn llk= L l< 9k I edk >12 

• 

k=n 

The dictionary used by Mallat and Zhang, called "the time-frequency atoms", is the 
collection of the fonctions 

386 



where gis a :fixed single window fonction in L2 (IR) (usually a Gaussian). Thus, we have 
a family of analyzing functions which is invariant by translations, dilations ( as for the 
wavelet transform) and modulations (as for the windowed Fourier transforn). 

Of course this family has to be discretized in order to get an implementable algorithm. 
(Mallat chooses the dyadic sampling for the scales : s = 2; (j E 7lr), the related uniform 
sampling for the frequency : ç = k2-i (k E 7lr) for s = 2i, and as uniform sampling 
u = kS0 for the position, where the mesh 60 corresponds to the initial sampling mesh for 
the analyzed signal). 

As a conclusion, let 's have a few words on complexity. For a given signal of size 
N, we can compute its wavelet transform with an O(N) complexity ; if we compute its 
representation in the best basis (in the wavelet packets library or the local sin es one), 
we need an algorithm with complexity O(N log N) to find the best basis. Of course, the 
matching pursuit algorithm requires much more computations : · · • 

It means that we have to paya high cost when we want to develop a time-frequency 
analysis of a signal with no a priori informatjons (i.e. a signal whose structural components 
are not assumed to belong to a given family of signais). Reversely, in signal analysis, 
one often analyzes a well determined class of signais (having a physical meaning) and 
one reduces drastically the computational cost by choosing a devoted family of analyzing 
fonctions instead of an universal one. It means that the dream of an universal time­
frequency algorithm is probably just utopistic, and that the collection of wavelet bases (or 
algorithms) is much wider than the one we reviewed in those few pages. 
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Chapter 10 

SOME EXAMPLES OF APPLICATIONS OF WAVELETS 
TO ANALYSIS 

In this concluding chapter, we give some examples of how wavelets can be used in 
analysis. Of course, this is not an exhaustive treatment of the applications which have 
already been developped. 

We focus on two points. The first one is the analysis of the so-called Calderon­
Zygmund operators. We prove the T(l) theorem of G. David and J. L. Journé and expose 
some properties of the paraproduct operators (including the div-curl theorem). 

The second point (which will be only sketched) is the local analysis of the Riemann 
fonction }:~ ,;2 é1rn2 z, which has been an important test fonction for wavelet tools in 
microlocal analysis. 

1. Wavelets and para-products. 

Para-products have been introduced by J. M. Bony [BON] as a tool for the study of 
propagation of singularities in non-linear PDE's. They played a key role in the study of 
Calderon-Zygmund operators [DAV]. In the setting of wavelet theory, the para-product 
7r(b, f) for b E BMO and/ E L 2was defined by Y. Meyer as : 

2d-l 

(1) 7r(b, f) = L L L 22
jd < b l 'I/J0 (2; X - k) >< f I cp(2i X - k) > t/;0 (2; X - k) 

jE'll, kE:?Zd a=l 

for a basis of orthonormal wavelets (2idf 2'1/Ja(2i x - k));E:7Z,kE'll,d,l~a~ 2d_ 1 of L2 (IRd) with 
an associated orthonormal scaling fonction <p such that '1/Jcx and <p have rapid decay in 
L 2(IR.d) and belong to the space Cf for some E > O. 

We are going to use a generalization of such operators : 

PROPOSITION 1. - Let 8 be a set of functions in L2(IR.d) such that: 
(i) for all f E B, Supp f C K (where K is a fixed compact set) ; 

(ii) there is an E > 0 such that for all f E 8, f E Hf and Il / ~H<~ 1 and let Bo= {f E 
8/ J f dx = O}. Then if (o:;,k), (/3;,k), b;,k) (j E 'Il, k E 'Il ) are families offunctions 
in B (in Bo for /3;,k, ï;,k) then for aJJ f E L 2 and b E BMO(Rd) we have 

(2) L L 22id < b 1 /3;,k(21x- k) >< f I o:;,k(21x-k) > ï;,k(2ix- k) 
jE:lZ kE:7Zd 
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where Cs depends only on B {i.e. on K and€). 

The proof lies on the following lem.ma : 

LEMMA 1. - Let QJ,k = {x/V·x - k E [0, l]d}. Then we have for all open set 0 

(3) L I:2id I< b 1 /3;,k(21x-k) >12< Cs Il b 11iMol n 1 
Q;,1o en 

where Ca depends only on B. 

Proof of lem.ma 1. If Ô in an open set such that Q;,k C fi=> Supp /3;,k(2i x - k) c Ô, 
we have, writing b = (b- ïm J0 bdx)x 0 : 

1= EE 2idj<bl/3;,k(2.ix-k)>l 2= EE 2.idj<bl/3;,1c(2 1x-k)>l 2
-

0;,k c n Q;,k c n 
Now, we apply the vaguelettes lem.ma (theorem 3 of chapter 2) to see that 

I ~ L L 2id I< b 1 /3J,k(21x - k) >l2s Cs Il;; Il~~ Cs I fi Ill b ll~MO. 
jE7l, kE7l, 4 

Thus it is enough to show that we may choose fi with I Ô 1 < C B I n 1 • Choose M such that 
K C [-M,M - l]d and decompose n into maximal dyadic cubes n = u(io,ko)EA Q;o,ko• If 

Q.i,k C Q; 0 ,k0 , then Supp/3;,k C fi;o,ko where fi;o,ko = {x/2i 0 x - ko E [-M,M]d}; thus 
we define fi= Uuo,ko)EA Ô;0 ,k0 and we see that we have 

1 fi I< L (2M)d I Q;0 ,k0 I= (2M)d 1 0 l • 
(io,ko)EA 

Proof of proposition 1. We apply again the vaguelettes lem.ma to see that : 

J = L L 22id < b 1 /3;,k(2i X - k) >< f I o:;,k(2i X - k) > Ïj,k(2i X - k) 
j k 

~ Cs L L 23id I< b 1 /3;,,.(2; x - k) >12 1< f I o:;,k(21 x - k) >12 • 

j k 

Now, we define 
o:*(x) = sup 2id 1< JI o:;,k(2ix - k) >I. 

zEQ;,k 

2 

Since o:;,k E He, we have a;,k E Lr with O < ½ - f < 2;, hence writing f + ¼ = 1 (with 
s < 2) : 

2i d j < / 1 o:; ,k ( 2i x - k) > 1 < ( 2i d Ir j / j 8 dx) 1 / 8 Ce, 
0;,k 
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hence 

and 
Il o;* ll2s C Il 1: ll2s Cs Il f 112 . 

Now we define ON= {x/o:*(x) > zN} and WN = {xj2N < o:*(x) < 2N+ 1}. We have: 

L 22
N I WN ls J o:*2dx s 4 L 22

N I WN 1 

NE'lî, NE'lî, 

and 

I: 2
2

N I nN I= I: I: 22N I wK I= ~ L 22K I wK 1. 
NE'lî, NE'lî,K?:;_N KE'lî, 

We define moreover 

Then 

hence: 

L L z3id I< b 1 /3(2; x - k) >12I< / 1 a;,k(2i x - k) >12 
i k 

S L L 2id I< b 1 /3(2ix- k) >12 4N+1 

N (j,k)EAN 

s L I nN l 4N+lc Il b lltMo (by lemma 1) 
N 

se' Il b lltMo Il a.* Il~ and Proposition 1 is proved. ■ 

COROLLARY. - Under the hypotheses of Proposition 1, we have that 

(f,g) -► L L 22id < f I a.;,k(2f X - k) >< g I Îj,k(2f X - k) > /3j,k(2f X - k) 
j k 

is a bounded bi-linear mapping from L2 x L2 into the Hardy space H 1(IRd). 

Proof. Since H 1(1Rd) is the dual space of VMO(lRd) = C~(lRd) BMO(JR'\ this is deduced 
by duality from Proposition 1. ■ 

We then obtain the following nice result of S. Dobyinsky [DOB] : 
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THEOREM 1. - Let (Vj), (V/) be two hi-orthogonal multi-resolution analyses of L 2 (IRd) 
(associated to dyadic dilations), such that they have dual compactly supported scaling 
fonctions cp,<p* and cp,cp* belong to the Holder space C(. for some E > O. Let (1Pa), 
(,t,;h<a< 2d_ 1 be associated compactly supported dual wavelets. Then for any f,g E 
L2(1Rit) -

2d-l 

q(f,g) = fg - L L · L 22id < f l 1J,~(2i X - k) >< g I i{,a(2i X - k) > 
a=l iE'lZ kE"JZd 

1Pa(2ix - k)i{,:(2i x - k) 

belongs to the Hardy space H 1 (IRd), and q(·, ·) deBnes a bounded bi-linear mapping from 
L 2 X L 2 to H 1• 

Proof. We write q(f,g) = A1(/,g) + A2(f,g) + A3(f,g), where: 

24 -1 2d-1 j-1 

Ai(/,g) = L L L L L L 2id2ld < f l 1J,,ê(2ex-r) >< g l 1Pa(2ix-k) > 
a=l f E'1Z kE"JZd /3=1 l=-oo rE"JZd 

1/,13(2'-x - r)if,;(2i x - k) 
2d-1 

L L L L 22
fd < f I cp*(2ix - p) >< g I i{,a(2:ix - k) > 

2d-1 

A
2
(f,g) = L ~ L L 2

2
:id < f l ,t,;(2:i x - k) >< g I cp(2ix - p) > 

a=l JE"JZ kE"JZd pE'T./,d 

1Pa(2i X - k )<p* (2:i X - p) 

Now we may apply the corollary of Proposition 1 to each term A1,A2,A3 to conclude. 
H we assume only cp, cp* E H(. (instead of Cf), theorem 1 is still valid provided that 

moreover for all k E 'll,d, cp( x )cp* ( x - k) belongs to H(.. For instance, theorem 1 is valid for 
the Haar basis ('P = <p* = X[o,1)&). ■ 

2. The div-curl theorem. 

The Hardy space H 1(IRd) enjoys much better properties than L1(1R.d). For instance, 
it is a dual space and thus enjoys weak compactness properties which are useful in analysis. 
A striking example for the study of Navier-Stokes on Euler equation on IR 2 is discussed 
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by Evans in [EVS]. A key tool i.s then the div-curl theorem of P. L. Lions and Y. Meyer 
[COILJ : 

THEO REM 2. - If f, g E Lf
0
c(lR2

) are such tbat V/, V g are square-integrable, then 
ij_~ - ij_f!.R. belongs to the Hardy space H 1 (IR2

) and ax8y 8y8:r, 

aJ au aJ au .... .... 
Il ax 8y - 8y ax IIH1

~ C Il V/ !1211 Vg 112. 

Proof. We adapt here the proof by S. Dobyinsky [DOB]. We select a hi-orthogonal multi­
resolution analysis of L2 (1R) with compactly supported dual scaling fonctions cp,cp*, and 
compactly supported wavelets ,/J, 1/J*. Moreover we assume that cp E 0 1+~ cp* E Cf., and 
write rp = Ek>o cp'(x - k), rj)* = f:i+l <p*(t)dt, 'l,b(x) = v,'(x) and 'l,b* = f 00 f/,*(t)dt. We 

- :r, :r, 
assume all these fonctions to be real-valued. 

We note cp[o),[o] = 'P, cp[o),[lj = 'P, p[l),[O] = V', cp[l],[1] = 'l,b, 'P*[o],!O] = 'P*, p*[o],[1) = 
rj)*, 'P*[1J,fo] = 'lj.,*, 'P*[1J,[1J = 'l,b* and 

cp}:k,1:2)('11,172) = 2i'P[ei]["lil(2i X- ki)'P[e2]('12](2iy _ k 2) 

and the same for 'Pj,~1 ,e2 )('7i,'7
2

). Then for each (771,772) E {0,1}2 we have hi-orthogonal 

bases of L 2 (IR d) given by : 

( (e1,E2)('11,'12)) 
'Pj,k jE7l,kE1l 2 ,(E1 ,E2 );é(0,O) l 

( •(e1 ,e2)('11,'12)) 
'Pj,k ;ez,1ce:z. 2 ,(, 1 ,~ 2 ),;t(o,o) • 

Thus we know that if a,{3 E L 2
, then q( 111,172)(a,/3} E H 1 (IR2

) where 

q(f/1,112)(0:,/3) = a/3- L LL <al 'Ptk,e2)(111,'l2) > 
(e1 ,e2)#:(0,0) i l 

< /3 I ({)~(E1,E2)('11,'12) > cp\f.1,E2)('11,'12)({)~(E1,E2){'11,'12) 
3,k 3,k 3,k 

(by theorem 1). We then write: 

a f ag a f au a f ag a f au 
ax 8y - 8y ax - q(0,l) ( ax' 8y) - q(l,O) ( 8y' ax) + R. 

We thus have to show that the remainder R belongs to H 1 (IR2
). We rewrite R following 

the rules: 

< a, l 'P(O,e2)(0,'12) >= 2i (< f I cp\O,e2)(l,t12) > - < f l 'P(0,€2)(1,112) >) 
8x 3,k1 ,k2 3,k1 +l,k2 3,k1 ,k2 

< a, l 'P(l,e2)(0,f12) >= -2i < f I cp(l,e2)(l,t12) > 
Bx 3,k1 ,k2 3,k1 ,k2 

< 8g 1 •(O,t:2)(1,'72) >- zi (< 1 •(O,e2)(0,112) > < 1 •(O,e2)(0,112) >) 
8:r, 'Pj,k1,k2 - g 'Pj,k1,k2 - g 'Pj,k1-l,k2 

8g ' < _ 1 •(l,t:1)(1,112) >- 2; < 1 •(l,1:2){0,r,;i) > 
8x 'Pj,k1,k2 - g 'Pf,k1,k2 
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and similar rules for * and 112 = 0, or ~ and t'/2 = 1. Thus, we obtain : 

R =" "." 4i < f l ll'l~E:1,E:2)(1,1) >< g l ll'l~(E:1,E:2)(0,0) > 22iwc )(2ix-k) 
L..,(e 1,e2):;é(O,O)L..,3L..,k r3,k r3,k e1,t:2 

with 
w _ -1/J(x)_y,*(x)c,o(y)cp*(y) + 1/J(x)_y,*(x)cp(y + l)cp*(y + 1) 

(t,o) - +1/J(x),/J*(x)cp(y)cp*(y) -1/J(x),/J*(x)cp(y - l)cp*(y-1) 

_ -1/J(x)cp*(x)t,b(y)t,b*(y) + cp(x - l)cp*(x -1)1,b(y)t,b*(y) 
wco,I) - +c,o(x)p*(x),/J(y),/J*(y) - cp(x + l)p*(x + 1)1/,(y),/J*(y) 

and 
W(1,1) = -1/,(x),/J* (x)tfa(y)t,b* (y) + 1,b(x)t,b* (x),/J(y),/J* (y). 

Now, the W(e1 ,e2 ) are compactly supported, ce and have mean zero : 

Thus they belong to Bf•1 and we have: 

Il R IIB~•l < C L L L 4i I< f I cp):k't:2)(1,1) >< g l 'P;,~1,E:2){0,0) >I 
(e1 ,e2 );6(0,0) i k 

::; c ( L LL4; I< 111";'.r''){','> >12) 
112 

( 
(,,.;(o,o)~~ 41 j< g ! l";,~.,,,)(o,o) >I') 1/2 

(e1,e2):;é(O,O) j k 

s C' Il V f ll211 Vg ll2. 

(We have used the following easy corollary of the vaguelettes lemma : if w E ce is compactly 
supported and satisfies f w(x, y)dy = f xw(x, y)dy = O, then 

Since B~•1 C H 1(lR.2), theorem 2 is proved. ■ 

3. Calder6n-Zygmund operators. 

Paraproduct operators 1r(b, •), with b E BMO, are examples of a wider class of opera­
tors which we have already encountered: the Calder6n-Zygmund operators. 

We recall some basic defi.nitions on this tapie. 
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DEFINITION 1. - A singular integral operator T is a (bounded) linear operator from 
C:;x'(IRd) to D'(JRd) such that there exists a continuous fonction K(x, y) on IRd x IRd\ {x = 
y} such that : 

(i) V/ E C:;x', Vg E C:;x' with Supp/nSuppg = 0, < Tf I g >= f f K(x,y)f(y)g(x)dxdy 
(ii) For a constant C and for all (x,y) E IRd X IRd, x =/= y, 1 K(x,y) I< Clx!yia 
(iii) For a constant C, a constant SE (0, l} and for all (x, y, z) E IRd x IRd x IRd such that 

x =/= y and I z I< ½ 1 x - y 1 : 

1 z 16 
1 K(x,y+z)-K(x,y) 1 + 1 K(x,y)-K(x+z,y) 1~ c

1 
x-y jd+s· 

The kernel K describes the behaviour of T for functions f, g with disjoint supports. 
If we want information near the diagonal x = y, we have to introduce another estim.ate : 

DEFINITION 2. - A singular integral operator T is said to satisfy the weak boundedness 
property (which is written "TE WBP") ifthere exists a compact set Ko with non-empty 
interior, a constant C0 and a number N such that for all f, g E C:;x' with support included 
in Ko, al] xo E IRd and all À> 0 : 

1 X - Xo 1 X - Xo " aa f " aag 
(4) I< T( ).d/2 !( À )) 1 ).d/2g( À ) >I~ Co L- Il axa 110() L- Il axa 110() . 

lalsN lalsN 

The last definition we shall need is the definition of the distribution T(l) assoéiated 
to a singular integral operator. 

DEFINITION 3. - If T is a singular integral operator with kernel K(x, y), then T(l) is 
the linear functional on 

defined by: 

(5) < T(l) l g >=< T(Xg) 1 g > + f f (K(x,y) - K(xg,y}g(x)(l - Xg(Y))dxdy 

where x9 is any fonction in C:;" such that x9 = 1 in the neighborhood of Supp g and Xg is 
any point in Supp g. 

(Of course< T(l) j g > doesn't depend on the choice of Xg or xg). 
A Calderon-Zygmund operator is a singular integral operator which can be extended 

as a bounded operator from L 2 to L 2 • Such operators are characterized by the celebrated 
T(I) theorem of David and Journé [DAV]: 

THEOREM 3. - Let T be a singular integral operator on m,d. Then T has a bounded 
extension on L2 if and only if TE W BP, T(l) E BMO,T*(l) E BMO. 
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Proof. The necessity is a classical result : if T is a Calderon-Zygmund operator, then T 
maps L 00 to BMO, Hence T(l) E BMO(and T*(l) E BMO). For the converse implication, 
one may assume T(l) = T*(l) = 0 : indeed replace T by T0 - n(T(l),·)- 1r(T*(l),·)*, 
where 1r(b, •) is the paraproduct operator with b E BMO. We have already seen that 
1r(b, ·) E .C.(L2 , L 2 ) and it is obvious that 1r(b, ·)(1) = b in BMO. 

Now, we use a wavelet basis of L2(1R.d) (2if1J,f(2ix - k)) (1 < € < 2d - 1, i E 7Z, 
k E 7Zd), such that 1/,f E cN and is compactly supported (where N is given by condition 

·.4. • 
(4) of weak boundedness property). T(V 21j,f(2' x - k)) is thus well defined. We are 

• .4. • 
going to show that we may apply the vaguelettes lemma to the family (T(2' 21j,f(2' x -
k))15f::;;2d-l,jE7i:,kE7Ld (and thus obtain the L2-boundedness of T). 

Because of the invariance of (4) or of the estimates on the size and the regularity 
of K through dilation and translation ( the operator T and A î,;

0 
T A>.,:z:o satisfy the same 

estimates, where A.x,:z:0 (f) = .\-! /( :z:-:{0 )), it is enough to prove that J T1j,fdx = O, 
T(1j,f) E L2 ((1+ 1 x l)f+adx) n Ha for some o: > 0 and that: 

where C1 depends only on 

Ill X - Y Id K(x, Y) lloo, 
1

1 x-y 1d+ô 1 
sup I lô I K(x, y) - K(x, y+ z) 1 , 

z<½(:z:-y) Z 

1

1 x-y 1d+ô 1 
sup I jô IK(x+z,y)-K(x,y)I, Ko, N 

z<½(:z:-y) Z 

and 

{ 
f,r I< T(f(~)) 1 g(~) >I } 

sup sup sup ~ aa . 
À :z:o f,gCCo(Ko) Ljcxl:SN Il a:z:a lloo L!cxl:SN Il a lloo 

Now, this can be easily shown: 

• J T(tf;f)dx = 0 because T*(l) = 0 
• If Supp1j,f C [-M,M]d and I x I> 2M, we have: 

T( 1/,f(x)) = f (K(x, y) - K(x, 0))1/,f(y)dy, 

and thus 

and thus 
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• The next step is to show that for f,g,h compactly supported fonctions of class cN we 
have: 

(6) < T(fg) 1 h > - < T(f) 1 gh >= f f K(x,y)(g(y) - g(x))f(y)ïi(x)dxdy 

as a consequence of the weak boundedness property. Indeed, if we use a resolution of 
identity LkE1Ld <p(x - k) = 1 with <p E C~(IRd), we have 

< T(fg) j h > 

L L f f K(x, y)f (y)g(y)<p(Ay - k)h(x)ip(Ax - l)dx dy 
Supp cp(A:r:-k) nsupp cp(A:r:-!)=0 

+ L L <T(fg<p(Ax-k))lh•<p(dx-l)>; 
Supp cp(A:.r:-k) nSupp cp(A:r:-!):/:0 

the second sum is rewritten as 
k L L g(A) < Tfip(Ax -k) 1 h<p(Ax- l) > + 

Supp cp(A:.r:-k) nSupp cp(A:r:-!):/:0 
k L L < T(f(g- g( A))ip(Ax - k) 1 h<p(Ax- l) >. 

Supp cp(A:.r:-k) nSupp cp(A:r:-!);é0 

Due to the weak boundedness property, we may estimate the last sum by C(! supp f 1 

A-d) • A- 1 • Ad where A-d corresponds to the number of indexes in the sum, A- 1 to the 
norm of Jlg(:r:îk) - g(!)llqN (A~ 1) and Ad to the weak boundedness property. Letting 
A go to +oo, we obtain (6J. 

• One sees easily that if w = 1 on a neighborhood of 0, then Il T( w ( :r:-t0 )) Il 
00 

:5 C where 
C doesn't depend on x0 or À : just use T{l) = 0 to see that on a neighborhood of x0 

x- xo f y- xo T(w( À )) = C:r:0 ,>. - (K(x, y) - K(xo,Y))(l - w( À ))dy 

and estimate the constant C:r:0 ,>. through the weak boundedness property. 

• Thus we see that T(VJe.) is bounded : if w = 1 on Supp VJe. then 

T(t/Je.) = t/JeT(w) + f K(x,y)(t/Je.(Y) - t/Je.(x))w(y)dy. 

• Now, we just have to see that T( t/Je.) E Ho, for a E (0, 6). Indeed, if x and h are given 
in IR d and w = 1 on a neighborhood of both x and x + h, we have : 

TVJE(x + h) - TtJ,é(x) = f (K(x + h, y) - K(x, y))(tf;é(y) - t/Je.(x))(l - w(y))dy 

-f K(x + h, y)(t/Je.(Y) - t/Je(x + h))w(y)dy 

+ f K(x,y)(t/Je(Y) -t/Je.(x))w(y)dy 

+ (t/Je.(x + h) - tf;(x))Tw(x). 
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Hence we have ( choosing {3 E ( a, 8) and I E ( 0, a)) : 

and obtain 

J J I T(-it,t:)(x) -T(tfat:)(x + h) 1
2 

dx I h f:+2a < 

C
1 J J l 1Pe(x) -1J,t:(y) 1

2 
I x ~: ~~+2a • 

Thus theorem 3 is proved. 
Another way to prove theorem 3 when T(l) = T* (1) = 0 is to estimate the size of 

the coefficients of the matrix T in the orthonormal wavelet basis ( 2i 1-it, t: ( 2i x - k)), i.e. to 
majorate 

As a matter of fact, one can apply Schur's lemma on the coefficients of the matrix of T, 
even when one uses the Haar basis instead of a cN basis [COIJ]. Moreover the Haar basis 
can be easily modified to prove the T(b) theorem (where the test-fonction 1 in theorem 3 
is replaced by a para-accretive fonctions b). 
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4. The Riemann function. 

Riemann's function E~=l ,;2 t/1rn
2

t was proposed to Weierstrass as an example of 
continuous and nowhere differentiable fonction. But neither Riemann nor Weierstrass 
could prove its non-differentiability. In 1916, Hardy proved the non-differentiability on 
irrationals and on a certain class of rationals. Then in 1970, J. Gerver proved very surpris­
ingly that the function was indeed differentiable on rationals E. with p and q odd numbers 
and non-differentiable elsewhere. q 

M. Holschneider tried to give a wavelet based proof of the result of Gerver. He 
used the continuons wavelet transform of J. Morlet, with the analytical wavelet t/J(t) = 
(t~i)2 [HOT]. Then the wavelet transform of W(t) = E::1 ,;2 é1rn2 t is the function 

F(b + ia) = G0a312 (0(b + ia) -1), where e is the Jacobi fonction O(z) = 1 + 2 E~ é1rn
2

z. 

Since I O(b + ia) I< ca- 1l 2 for a~ 1, we find that W is 1/2-Hôlderian. 
Now, if xis irrational, Hardy and Littlewood proved that for some sequence of positive 

numbers an -+ 0 and some positive constant C we have I O(x + ian) 1 a1/4 2: C, hence 
3 l 3 

1 F(x + ian) 12: Ca~-•= G,Ja;_a'!i, and W cannot be better than c¾ at x. 
For the rational points, one uses the theta group Go generated by K 2 : z--+ z + 1 and 

U : z--+- -½· The rational points are split in two orbits : the orbit of 1 consists of exactly 
the rational ! with p and q odd numbers and the orbit of O is the rest. The rôle played 
by Ge cornes from the well-known formulas: 

O(K2z) = O(z) and O(Uz) = ~O(z). 

At any point x of the orbit of O, we have 

where the constant Cx is given by Go = 1, CK2x = Cx and Cux = P,cx. The idea is 

to com~are this formula to the wavelet transform of G; 1 t - x 1~ +et I t - x I+, with 
et = eicur c;. 

One find that such a transform is given by : 

so that we may write 

W(t) = c; 1 t - X 1~2 +c: 1 t - X 112 +p(t). 

The remainder is indeed differentiable (since it has wavelet transform 0( y'a'(b + ia) !-E). 
The orbit of 1 is even easier to handle. Indeed, we have 
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and developping around O we find that the principal part is 0, so that 

Thus M. Holschneider, in a joint work with Ph. Tchamitchian, could give a wavelet­
based proof that : 

i) W(t) is c 1/ 2 

ii) W(t) is not better than c 3
/

4 at any irrational 

iii) W(t + x) = et I t - x 1,V2 +c; 1 t - x 1:!2 +W(x) + axt + o(t) for x on the orbit 
of O under Ge 

iv) W is differentiable at x for x on the or bit of 1 under Ge. 

This result was recently improved in two divergent directions by Y. Meyer and S. 
Jaffard. 

Y. Meyer made a. more precise analysis of the behaviour of Won the orbit of 1 [JAM 
: if x is on the orbit of 1, then 

W(x + t) = v(t) + Z: 1 t IÎ+n v+( }) + Z: l t_ 1J+n V~ ( }) 

n~O n~O 

where v E C00
, v± are 211'-periodical fonctions, Jt1r v±dt = 0 and v± E c½+n. This "chirps" 

expansion of W is based on the wavelet transform of W performed by Holschneider and 
Tchamitchian, and on the ridge and skeleton extraction a.lgorithm of Torresani (TCH] 
which was introduced for the wa.velet analysis of asymptotic signa.ls. For such signais, the 
signal is directly recovered as the restriction of the wavelet transform to a subset of the 
time-frequency space, called the ridge of the transform. 

S. Jaffa.rd on the other hand drew his attention to the irrational points [JAF5}. He 
proved the very beautiful following result : 

If x ff. Q and if E.!!. is the sequence of its approximations by continued fractions, define q,. 

r ( x) = sup ( r / 1 x - Em. 1 < + for infinitely many m's such that Pm and qm are not both qm qm 
odd}. 

Then: 

i) a(x) = ½ + 2rÎz) where a(x) = sup{,B/lim sup lw(1~)_:-yjJ:c)I < +oo} 
y-+ X 

i= 
ii) the Hausdorff dimension d(a) of {x E R/a(x) = a} is given by: 

1 3 
d(a) = 4a - 2 for - < a < -2- -4 

= 0 elsewhere. 

(We may write as well d(a) = ~ where T is the common value r(x) of those x such that 
a(x) = a). 
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His result is based on the microlocal analysis by wavelets [JAF3] (transformed into 
a tool for multifractal analysis in [JAF4J) applied to the wavelet transform of W(t) of 
Holschneider and Tchamitchian. 

Thus the original ideas of Holschneider led eventually ta a deep renewal of our knowl­
edge of the Riemann fonction, due to the new technology developed recently in microlocal 
analysis. 
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dyadic martingales 0.3, 7.1 
Dyn 5.2 

Eirola 4.3 
entropy 9.2, 9.3 
Esteban 0.4, 8.2 
Evangelista 5.2 
Evans 10.2 
Euler-Frobenius polynomials 5.3 
extrema.! phase 5.2 

Faber 5.2 
Farge 0.2 
fast wavelet transform 0.4, 8.2 
Feauveau 0.5, 5.4, 7.1 
Fefferman 6.3 
folded wavelet basis 8.3 
Fourier transform 1.1 
Fourier windows 0.1, 1.3, 9.3, 9.4 
fractional derivation, integration 2.2, 

2.5 
frames 0.2, 1.2, 2.1, 2.5, 7 .1 
Franklin 5.2 
Franklin system 5.2 
Frazier 0.3, 2.6, 6.3 
Frisch 0.2, 0.5 
functional analysis 0.3, 6.1 
fondamental scaling fonction 4.4 

Gabor 0.1, 1.3 
Gabor wavelets 0.1, 1.3 

Galand 0.4, 8.2 
Gaussian fonctions 0.1, 7 .1 
Gerver 10.4 
Goldberg 6.3 
Goodman 6.3 
Gram operator 1.2 
Gripenberg 2.5, 6.2 
Grôchenig 2.1, 7.2, 7.3 
Grossmann 0.2, 0.3, 2.6 
H 1 (Hardy space) 6.3 
H 8 (Sobolev space) 1.5 
Hf.,f.' 1.1, 2.2 
Haar 5.2 
Haar basis 0.3, 5.2, 6.3, 7.1, 10.3 
half polynomials 8.3 
Hardin 9.1 
Hardy 10.4 
Hardy space : HP, 0 < p < +oo 0.4, 2.6, 5.2 

H 1 1.5, 6.3, 10.1, 10.2 
HC2Lanalytic 0.2, 3.4 
h 1-local 6.3 
HJ-dyadic 6.3 

Heisenberg inequality 0.1, 1.1 
Herley 5.2 
Herrmann 0.5 
Hervé 4.2, 4.3, 9.1 
Hôlder space C 0 1.5, 2.6, 7 .3 

see also 6.5 ( C 0 = B';,!,':,o, a (/. 1N) 
Holladay theorem 5.3 
Holschneider 1.6, 8.1, 10.4 

instantaneous frequency 0.1 
interpolating sca.ling fonction 5.1 

with minimal support 5.1 
interval 8.3 
irregular sampling theorem 2.1 
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Jacobi fonction 8 10.4 
Jaffa.rd 0.3, 1.6, 6.6, 7.1, 10.4 
Jawerth 0.3, 2.6, 6.3 
Jia 7.2 
Johnstone 8.6 
joint resolution 1.4 
Jones, L. K. 9.4 



Jones, P. 10.3 
Jouini 8.3 
Journé 0.5, 3.3, 10.1, 10.3 
Kessler 9.1 
Klauder 0.2 
Kronland-Martinet 0.2, 8.1 

LP 6.2 
lacunary Fourier series 1.6 
Lagrangian interpolating spline 

fonction 5.3 
Lam 7.2 
Laplacian pyramidal algorithm 0.4, 0.5, 

8.2 
Latto 8.4 
Lebesgue space l,P 2.6, 5.2, 6.2, 7.3 

weighted 6.4 
Lee 9.1 
Lemarié-Rieusset 0.4, 3.2, 3.4, 5.2, 

5.3, 6.4, 6.5, 7 .1, 7 .2, 8.3, .8.4 
linear phase 0.5, 5.2, 5.4 
Lions 10.2 
Littlewood-Paley-David wavelet 3.3 
Littlewood-Paley decomposition 0.3, 2.6 
Littlewood-Paley-Meyer wavelet : see 

Meyer-Lemarié wavelet 
Littlewood-Paley multiresolution ana-

lysis 3.3, 5.1, 5.2 
Littlewood-Paley-Stein theory 7 .3 
local multi-resolution analysis 4.4 
local regularity 6.6 
local sine basis 0.5, 9.3 
Low 1.6 
Lusin area integrals 0.3 

Maday 7.1 
Madych 7.1, 7.3 
Malgouyres 4.3, 4.4, 5.2 
Mallat 0.4, 3.3, 5.2, 9.4 
Mallat algorithm 0.4, 8.0, 8.2, 9.2 
Malvar 0.5, 9.3 
Malvar window 9.3 
Marr 7.1 
Massopust 9.1 

matching pursuit algorithm 9.4 
maximally fiat filters 0.5 
merging property 9.3 
Mexican hat 7.1 
Meyer 0.0, 0.3, 0.4, 0.5, 1.6, 2.2, 

2.6, 3.3, 4.4, 5.1, 5.2, 6.1, 6.4, 
6.5, 6.6, 7.1, 7.2, 7.3, 8.3, 9.2, 
9.3, 10.1, 10.2, 10.4 

Meyer-Lemarié wavelet 0.3, 0.4, 3.3, 5.2, 
6.5, 7.2 

Micchelli 7.2 , 
microlocal space c;~s 6.6, 10.4 
minimal support 4.4 
molecule 6.3, 6.5 
moment 8.4 
Morlet 0.1, 0.2, 1.4, 2.1, 8.1 
Morlet wavelet 0.1, 0.2, 1.4, 2.1, 2.6 

multivariate 7 .1 
Muckenhoupt weights 6.4 
multifractals 0.3, 0.5, 10.4 
multiresolution analysis 0.4, 3.3, 4.1, 7.1 

hi-orthogonal 3.3 
e-localized 4.1 
generalized 3.3 
local 4.4 
multiple 9.1 
regular 4.1 

multiscale analysis 0.2 
multivariate wavelets 7 
Murenzi 7.1 

non-stationary multi-resolution 
analysis 5.2 

non-stationary signais 9.4 
normalization of a scaling filter 5.2 
Novikov 5.2 

orthonormal wavelets, multi-resolution 
analysis, scaling fonction 0.3, 0.5, 
5.2, 8.2 
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paradifferential operators 0.3, 2.6 
paraproducts 10.1 
Paul 0.2 
periodic wavelets 8.3 
phase 5.2, 5.4 
~-transform 0.3, 2.6 
Pittner 0.5 
pointwise regularity 1.6, 6.6 
polyharnomic splines 7 .1 
polynomial scaling filter 0.5, 4.4 
pre--wavelets 5.3 
primitive of a scaling fonction 4.2, 8.4 
projection operators 3.1, 3.2, 3.4, 6.1 
pseudo-differential operators 8.5 

quadrature formulae 8.4 
quadrature mirror filters 0.4, 0.5, 8.2 
Quake 9.2 
Quillen-Suslin theorem 7 .2 

rational dilation factor 3.2, 3.3 
rational filter 5.2 
regularity of the scaling fonction 4.2, 

4.3 
regular sampling theorem 2.1, 7.1 
reproducing formula 1.2 
resolution 1.1, 1.3 
Reznikoff 8.4 
ridge and skeleton extraction algorithm 

0.2, 10.4 
Riemann 10.4 
Riemann- Weierstrass fonction 10.4 
Riemenschneider 7 .1 
Riesz ha.sis 1.2 
Riesz lem.ma 0.5, 5.2 
Rioul 5.2 
Rokhlin 0.3, 8.4, 8.5 
Ron 5.2 
Rvachev fonction 5.2 

scaling filter 0.4, 4.1, 4.2 
scaling function 0.4, 4.1 

compactly supported 4.4 
e-localized 4.1 

fondamental 4.4 
interpolating 5.1 
regular 4.1 

Schaeffer 0.2 
Schauder 5.2 
Schneid 0.5 
Schoenberg 5.3 
self-similar tilings 7 .3 
Semmes 10.2, 10.3 
separable wavelets 7 .1 
separation lem.ma 4.4 
Shen 7.1 
Shi 2.1, 3.4 
shift-invariant spaces 3.1, 7.2 
short-time Fourier transform 0.1 ; 

see Fourier windows 
short wavelets 9.1 
Smith 0.4 
Sobolev spaces H 8 1.5, 2.5, 2.6, 5.2 

7.3 : see also 6.5 (H8 = B;• 2
) 

spline function 5.3 
witli multiple knots 9.1 

spline wavelets 0.4, 5.2, 5.3, 5.4 
Stegers 1.6 
Stein 0.3, 6.1, 6.3, 7.3 
Strang-Fix conditions 0.5, 5.2 
Stromberg 0.4, 5.2, 5.3 
Stromberg spline wavelet 5.2, 5.3 
subband coding scheme 0.4, 8.2, 9.2 
Sweldens 8.4 
symmetric scaling function 8.3 

tabulation of a scaling fonction 8.4 
Tang 9.1 
Tchamitchia.n 0.2, 1.6, 10.4 
Tenenbaum 8.4 
tensor product of multi-resolution 

analyses 7 .1 
tight frame 1.2 
time--frequency a.nalysis 0.1 
time-frequency atoms 9.4 
Torresani 0.2, 10.4 
transition operator 4.2, 4.3, 4.4, 5.1 
turbulence 0.2 
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2-microlocalization 0.3 ; 
see microlocal space 

two-scale difference equation 4.1, 8.4 
Ueberhuber 0.5 
unconditional basis 6.1 
vaguelettes lem.ma 2.2, 7.1 
Vetterli 5.2 
Vial 8.3 
Ville 0.1 
Villemoes 4.3, 7.3 
Volkner 5.1 

Wang 5.3 
wavelet : see 

Morlet wavelets 
wavelet bases 
orthonormal wavelet bases 

wavelet bases 0.3, 0.4, 0.5, 3.0, 
3.2, 3.3, 3.4, 5, 6, 7.1, 7.2 

Wavelet Digest 0.5 
wavelets on the interval 8.3 
wavelet packets 0.5, 9.2 
wavelet representation 1.1 
wavelet shrinkage algorithm 8.6 
Weierstrass 10.4 
Weiss 2.6, 6.3 
Wickerhauser 9.2, 9.3 
Wiener lem.ma 7 .2 
Wigner 0.1 
Wigner- Ville transform 0.1 

zero-crossings 7 .1 
Zhang 9.4 
Zygmund 0.3 
Zygmund space C'; 1.5, 1.6, 2.6 
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